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Safety and Regulatory Notices

The following are mandatory notices for installation and operation of EtherHaul 1200™
70GHz Wireless Backhaul Link. Indications appearing here are required by the
designated government and regulatory agencies for purposes of safety and compliance.

General

Do not install or operate this System in the presence of flammable gases or fumes. Operating
any electrical instrument in such an environment is a safety hazard.

European Commission

This product has been designed to comply with CE markings in accordance with the
requirements of European Directive 1995/5/EC.

This product has been designed to comply with the requirements of European Directives.

This equipment must be permanently earthed for protection and functional purposes. To make a
protective earth connection, use the grounding point located on the System ODU using a
minimum amount of 16AWG grounding cable or according to local electrical code.

This apparatus is intended to be accessible only to authorized personnel. Failure to prevent
access by unauthorized personnel will invalidate any approval given to this apparatus.

This product is in full compliance with the following standards:

® RF EN 302 217-31.3.1

e EMC EN 301 489-4

® Safety IEC 60950

® QOperation EN 300 019-1-4 Class 4.1E
® Storage EN 300 019-1-1 Class 1.2

® Transportation EN 300 019-1-2 Class 2.2
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About this Document

This document is the Installation and User Manual for the EtherHaul 1200™ 70GHz
Wireless Link.

Audience

This document assumes a working knowledge of wireless backhaul platforms and their
operating environments.

This document is intended for use by all persons who are involved in planning, installing,
configuring, and using the EtherHaul system.

Conventions

The following conventions are used in this document in order to make locating, reading,
and using information easier.

Special Attention

Hint:

Informs you of a helpful optional activity that may be performed at the current
operating stage.

&)

Note:

AN Provides important and useful information.

Caution:
Describes an activity or situation that may or will interrupt normal operation of the
EtherHaul system, one of its components, or the network.

Text Conventions

Italicized text is used to reference sections or chapters in this
document. In many cases, references use clickable hypertext links
that enable immediate access to referenced objects.

Document References

Command Input Monospace text is used to help delineate command line user input
or text displayed in a command window.
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1 Introduction to the EtherHaul " 1200 System

Siklu’s EtherHaul 1200 is a carrier-class, high-capacity E-band radio that dramatically
lowers the cost of wireless and Ethernet backhaul. The system is uniquely based on an
all-silicon design that results in fewer components, greater reliability, and pricing that is
up to 80% less than comparable radio systems. Operating in the uncongested and
inexpensive licensed 71-76 GHz E-band, TCO (total cost of ownership) is reduced even
further to the lowest in the industry.

The following are just some of the highlights of the EtherHaul 1200 system:
® QOperates in the licensed, uncongested, and inexpensive 71-76 GHz E-band
® Carrier-grade Gigabit Ethernet radio
® Revolutionary all-silicon-based design, resulting in the industry’s lowest TCO
® Priced at as little as one-fifth the cost of available wireless radio alternatives

® Green design providing for extremely low power consumption, small form
factor, and easy installation

® Perfect wireless backhaul solution for mobile operators, business service
providers, and enterprises

This chapter provides a brief overview of the EtherHaul 1200 system, its features, and
its specifications, including:

® System Applications

® Main Features

® Functional Description
® Licensing

® Management

® Technical Specifications
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Figure 1-1 EtherHaul 1200 System

System Applications

Wireless Backhaul for 2G, 3G, 4G, LTE, and WiMAX Networks

High-capacity Gigabit Ethernet backhaul at the lowest TCO in the industry enables
mobile operators to provide data-intensive services profitably and reliably.

® EtherHaul 1200 uses the uncongested and interference-free licensed E-band
71-76 GHz wireless spectrum, enabling fast and efficient frequency and
network planning and deployment. As a bonus, licensing registration
processes for this band are cheaper, simpler, and quicker.

® With 1 Gbps throughput, the EtherHaul 1200 radio future-proofs the
backhaul network to meet the growth in demand for data capacity from 4G,
LTE, and WiMAX installations.

® Carrier-class Ethernet provides QoS and OAM with standards-based support
for ring, mesh, and multi add-drop topologies, assuring resiliency and high
availability.

® EtherHaul 1200’s bandwidth-aware QoS mechanism differentiates between
multiple services, guaranteeing efficient transport of timing, signaling, voice,
video, web surfing, and more.

® Advanced timing over packet handling (SyncE, IEEE 1588) enables migration
to packet-based backhaul.
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® All-outdoor unit eliminates co-location fees and costs associated with indoor
installations, and enables fast deployment at any cell-site.

® Low power consumption delivers 80% energy savings.

EtherHaul

N\ L EtherHaul
@ {{m

i) 2G[3G/4G
Access

] b, Transport )

Cell Sites E; Network :]
Aggregation Node BSC/RNC/SAE-GW

BSC/RNC Site

Figure 1-2 Wireless Backhaul for 2G, 3G, 4G, LTE, and WiMAX Networks

Ethernet Wireless Backhaul for Business Services and Enterprise Connectivity

A low cost, high capacity Ethernet wireless solution enables you to rapidly extend your
fiber reach beyond your existing fiber footprint or to expand your enterprise network.

® EtherHaul 1200 operates in the licensed E-band 71-76 GHz wireless
spectrum, with significantly lower licensing fees and simpler and quicker
licensing registration processes, for rapid service deployment.

® 1 Gbps throughput delivers enough capacity to support voice, video and high
speed data services.

® EtherHaul 1200’s advanced Carrier Ethernet capabilities enable
differentiated QoS, maintaining diverse SLAs for multiple services and
customers.

® EtherHaul 1200’s all-outdoor unit eliminates the need for a dedicated indoor
cabinet and enables rapid roll-out with minimal site preparation.

® EtherHaul 1200’s zero footprint and flexible installation options enable
deployment in any urban, business, or residential environment.

® EtherHaul 1200’s low power consumption enables the use of standard PoE
supplies, connecting the radio with a single cable for both power and data.
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Figure 1-3 Wireless Backhaul for Business Services and Enterprise Connectivity

1.2 Main Features

Siklu’s EtherHaul 1200 wireless backhaul radio link operates in the new E-band
spectrum, which provides clear technological and economical advantages over the
existing lower frequency bands. Taking advantage of the new spectrum, the EtherHaul
1200 enables easy migration to support Gigabit throughput, enabling operators to
enhance bandwidth capacity on a “pay as you grow” basis. Supporting point-to-point,
daisy-chain, ring, and mesh configurations, the EtherHaul system offers carrier class
availability and services.

The following are some of the main features of the EtherHaul 1200 (availability of
features depends on platform):

All-Outdoor Packet E-band Radio
® QOperatesin the licensed 71-76 GHz E-band
® Upto 1 Gbpsthroughput
® Asymmetric capacity configuration
® High gain narrow beam-width directional antenna
® Low latency
Highest Spectral Efficiency in E-band Spectrum
® 250 MHz, 500 MHz channel bandwidth

® Advanced hitless/errorless Adaptive Bandwidth, Coding and Modulation
(ABCM) for a large dynamic range

® Configurable center frequency across the entire band
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Carrier Ethernet Inside:
® |ntegrated Gigabit Ethernet switch
® Advanced bandwidth-aware QoS capabilities
® Advanced service management and OAM
® SyncE and optimized transport of IEEE 1588

® Ring, mesh, and Link Aggregation (1+1, 2+0) for carrier class availability and
resiliency

® Standard-based for seamless integration into existing networks and multi-
vendor interoperability

® Seamless software upgrades to MPLS, IP, and beyond
Carrier Grade:

® CLI, SNMP, or web-based local and remote management

® Extremely high reliability with high MTBF

® Designed for ultra-low MTTR without the need for antenna realignment
Green Design:

® Zero footprint, all-outdoor, extremely light weight

® Ultra low power consumption

® Standard IEEE 802.3at Power over Ethernet (PoE)
Quick and Easy Installation

® Rapid and flexible deployment

® Precise antenna alignment

® Minimal site preparation
Security

® Advanced AES encryption and security

® Narrow and secure beam-width

EH-INST-02, Issue 2.0
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1.3 Functional Description

The EtherHaul 1200 system consists of an outdoor unit (radio link unit and antenna).
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Figure 1-4 EtherHaul 1200 Functional Block Diagram

RFIC - Siklu’s integrated Silicon Germanium (SiGe) transceiver operating at 71-76 GHz.

Modem/Baseband ASIC — Siklu’s modem/baseband ASIC includes the modem, FEC
engines, and Synchronous Ethernet support.

Network Processor — The network interface consists of two integrated 100/1000
Ethernet MAC I/F. The block is suitable for both copper and fiber interfaces by using the
external PHY.

The networking engine is the heart of the high speed bridge/router function. The engine
receives packets from both Ethernet interfaces and from the modem. It is responsible
for proper forwarding between these three ports.

Host processor (integrated with the network processor) — The general purpose host
processor controls the system, and the antenna alignment system. The processor is
integrated with standard peripherals such as memory controller, communication I/F,
WD, GPI10, and motor controller.

Antenna - Siklu’s self-designed, innovative antenna is designed for best price-
performance ratio.

1.4 Licensing

The EtherHaul 1200 provides for easy migration to support Gigabit throughput, enabling
operators to enhance bandwidth capacity on a “pay as you grow” basis as well as adding
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features and capabilities according to their networks evolutions. You can order the
following EtherHaul 1200 software (capacity steps and feature availability depend on
your platform):

® Data rates

® lLayer 2 networking capabilities —OAM, and Resiliency.
® Synchronization — Synchronous Ethernet (ITU-T G.8261)
® Encryption

The software licenses are serial number dependent.

Management

You can manage an EtherHaul 1200 system using a Web-Based Element Management
System (Web EMS) or a Command Line Interface (CLI). The CLI is compatible with SNMP.

Advanced network features must be managed using the CLI.

The EtherHaul system features a wide range of built-in indicators and diagnostic tools
for advanced OAM functionality. The system is designed to enable quick evaluation,
identification, and resolution of operating faults. See EtherHaul Diagnostics on

page 140.
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1.6 Technical Specifications

For detailed technical specifications please refer to the datasheet.
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2 Installing the EtherHaul 1200

This chapter describes how to install and perform the basic setup for EtherHaul antenna
outdoor units (ODUs) in an EtherHaul wireless network, including:

® Preparing the Site

® EtherHaul 1200 Package Contents
® Unpacking the EtherHaul 1200

® Required Tools

® Preparing for Installation

® Mounting the EtherHaul 1200

® Connecting the Cables

® Aligning the Antenna

® Performing Initial System Setup

Note: The installation and maintenance of the EtherHaul 1200 link should only be done by

service personnel who are properly trained and certified to carry out such activities.

2.1 Preparing the Site

Carefully select and prepare each EtherHaul ODU site to make device installation and
configuration as simple and trouble-free as possible. During site selection and
preparation, always consider the long-term needs of both your network and your
applications.

2.1.1 Physical and Environmental Requirements

Each EtherHaul ODU site should adhere to the following requirements:
® There must be a clear, unobstructed line-of-sight between ODU nodes.

® The EtherHaul ODU must be mounted on a fixed, stable, permanent
structure. A reinforced steel mounting pole is required, with a diameter
measuring from 2-4 inches (5-10 centimeters).

Caution:

Do not mount the EtherHaul device on a structure that is temporary or easily moved.
® Doing so may result in poor service or equipment damage.

® The EtherHaul ODU must be mounted in a site that is easily accessible to
authorized personnel, and only authorized personnel.

® OQOperating Temperature —-45° + +55°C
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® Relative Humidity — 0 to 100%

® Maximum Altitude — 4,500m

® [ngress Protection Rating — IP67

2.1.2 Cabling Requirements

® Ensure that your power connection cable matches the EtherHaul power
connector pin-outs. See Figure 2-3 for the DC power connector pin-out
diagram.

® [nstall the EtherHaul ODU where network connections and optional power
cabling are ready for operation and easily accessible.

® All cabling connected to the ODU should be outdoor-grade, with UV
protection.

® Use a 2-wire cable (14-18 AWG) to connect the power supply to the ODU.

® Qutdoor Cat5e cables terminated with RJ45 connectors should be used.
Shielded cables and connectors should be used.

® |n order to protect indoor equipment, surge protection circuits must be
installed on all copper cables (DC and Ethernet) on their entrance to the
building.

® [nstall the EtherHaul ODU in a location where proper electrical outdoor
grounding is readily available. Typically, the grounding connection is
attached directly to the mounting pole. If not already present, then suitable
structure-to-earth grounding connections must be created before
installation. Ground the ODU using a minimum quantity of 16AWG
grounding cable or according to local electrical code.

Improper electrical grounding can result in excessive electromagnetic interference or
Note: electrical discharge.

& Siklu will not be held responsible for any malfunction or damage in the event that the

ODU is not properly grounded.

EtherHaul 1200 Package Contents

An EtherHaul 1200 link consists of two ODUs and two mounting assemblies.

The EtherHaul 1200 package includes the following components:

Package Description Quantity

EtherHaul 1200 ODU

EtherHaul 1200 ODU (including antenna and radome) 1

Connecting Cable All-Weather Shells 3
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Package Description Quantity
Unit Grounding Cable (90 cm) 1
DC Cable Terminal Block Connector 1
EtherHaul 1200
Mounting Assembly
EtherHaul 1200 Mounting Assembly 1

You must examine all EtherHaul package contents carefully upon arrival. If a component
is missing or damaged, contact your EtherHaul distributor before attempting to install

the equipment.

2.3 Unpacking the EtherHaul 1200

When you unpack the components of the EtherHaul 1200, it is important to use care so

as to avoid damaging or scratching the antenna radome:

® Do not touch the radome when unpacking the ODU.

® Do not rest the ODU face down or touch the radome. It is crucial to prevent

contact between the radome and other objects.

2.4 Required Tools

Ensure that you have the following tools with you when performing an EtherHaul

installation:

® Standard handheld digital voltage meter (DVM) with probes

® Standard open-end wrench, 13 millimeter

® Philips screwdriver (medium size head for grounding connection)

® Cable ties (for securing network and optional power cables)

® (Cutter

® Cable labeling

2.5 Preparing for Installation

® EtherHaul units must be installed in pairs, working with two technicians. One
technician must be located at each node, in order to align and calibrate each

antenna ODU with its remote node pair for best performance.

® The expected receive signal strength for each antenna ODU (read from the
DVM) must be calculated prior to installation, based on the network link

budget.

EH-INST-02, Issue 2.0
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Calculating the expected RSSI:

RSSI = Py + Gt — LFS — Attty + Gant2

Where:

® P, —0DU’s Tx Power (typically +5dBm)

® Gantl — Gain of antenna 1 (in dBi)

® Gant2 — Gain of antenna 2 (in dBi)

® |FS— Loss of Free Space = 92.45+20*Log (Dym*Fenz)+
- D-Link distance in Km
- F—Frequency in GHz)

® Att,,, — Attenuation due to Atmospheric gases (~0.5dB/Km)= 0.5* Dy,
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2.6 Mounting the EtherHaul 1200

Note: These instructions are for mounting a system with a one-foot antenna. For

instructions on mounting the EtherHaul 1200 with a two-foot antenna, refer to
Appendix A: Install the ODU with Two Foot Antenna.

Figure 2-1 shows the components of the EtherHaul 1200 Mounting Assembly.

1. Unit Mounting Screws and Bolts 6. Azimuth Adjustment Lock Bolts

2. Back Mounting Bracket 7. Elevation Adjustment Lock Bolts

3. Front Mounting Bracket 8. Azimuth Fine Adjustment Screw (* 8°)
4. Quick Release Plate (Attached to ODU) 9. Elevation Fine Adjustment Screw (* 16°)
5. Quick Release Hooks 10. Elevation Screw Tension Band and Pin

Figure 2-1 EtherHaul 1200 Mounting Assembly Components

1. Prior to mounting, unpack the mounting kit package and attach the two Unit
Mounting Screws (@) to the Front Mounting Bracket (®), securing them with
Mounting Bolts.

2. Assemble the Back (®) Mounting Bracket to the Front (®) Mounting Bracket
using one bolt and separate them by about 120 degrees so that the Assembly
can to be attached to the mounting pole.

3. Place the Assembly on the mounting pole and rotate the Front and Back
Mounting Brackets to close the Assembly on the pole. Replace the Unit
Mounting Bolt that was removed.
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4. Ensure that both Front and Back Mounting Brackets are attached evenly to the
pole, and are completely level.

5. Use the 13mm open wrench to tighten the nuts on both Unit Mounting Bolts.
Temporarily tighten the Unit Mounting Bolts at this stage to keep the unit from
moving freely.

6. By default, the ODU is delivered with the Quick Release Plate (®) securely
attached in a vertical polarity position. If necessary, change the ODU polarity
position to match the orientation of the remote ODU by removing the Quick
Release Plate, changing its orientation, and reattaching. For ease of reference,
the markings “V” (vertical) and “H” (horizontal) are engraved on the back side of
the ODU.

7. Examine the position scales of both the Azimuth Adjustment Lock Bolts (®) and
the Elevation Adjustment Lock Bolts (@), found on the Front Mounting Bracket,
and ensure that they are positioned at 0 degrees (in the middle of the scale).

8. Position the Quick Release Hooks (®) onto the top Elevation Adjustment Lock
Bolt (@) and carefully set the ODU in place on the Front Mounting Bracket.

Mount the ODU by attaching the Interior Quick Release Hook (A) in place before
attaching the Exterior Hook (B). The Interior Hook is the one located farthest from
the tightening nut, as shown below.

Hint:

A. Interior Quick Release Hook B. Exterior Quick Release Hook C. Elevation Position Slot

9. Unlock the Azimuth Adjustment Lock Bolts (@) and the Elevation Adjustment
Lock Bolts (@).

10. Stretch the Elevation Screw Tension Band () slightly and connect it to its
mating Tension Pin, located on the Quick Release Plate.
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2.7 Connecting the Cables

Figure 2-2 shows the ODU interfaces. There are two Ethernet interfaces, Eth1 and Eth2.
For each of these interfaces, you can choose between an optical (Fiber Cable SFP) and
electrical (Ethernet Cable RJ45) physical interface. A power over Ethernet (PoE)
connection can only be made via the first Ethernet RJ45 interface (RJ1).

1. Electrical Ground Outlet (GND) 6. Ethernet Cable R]45 Interface (R]2)

2. Power Connector Interface (PWR) 7. Fiber Cable SFP Interface (SFP2)

3. DVM Probe Interface (AUX) 8. System LEDs

4. Ethernet Cable RJ45 Interface (R]1) 3, fReslet)Button (press for more than 5 seconds to restore factory
efaults

5. Fiber Cable SFP Interface (SFP1)

Figure 2-2 EtherHaul 1200 Connection Panel Details

- -48Vdc
+ +48Vdc
" GND

Figure 2-3 EtherHaul 1200 DC Power Connector Pin-Out Diagram
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2.7.1 Grounding the EtherHaul 1200

The location of the Electrical Ground Outlet on the ODU is shown in Figure 2-2.

1. Connect one end of the Grounding Cable to the Ground Outlet on the left side of
the ODU using the Grounding Cable Lug.

2. Tighten the lug securely in place.

3. Connect the opposite end of the Grounding Cable to the earth connection,
typically located on the mounting pole. If the earth connection is out of reach of
the Grounding Cable, install an alternative cable.

Figure 2-4 ODU with Grounding Cable Connected

2.7.2 Power Supply Notes

® The DC power input range of the ODU is 21 + 60 VDC.

® The DC supply should be limited to 2 Ampere to avoid surges and possible
damage to the ODU. For that, limited power supply or circuit breaker should
be used (fast-blow fuse). The circuit-breaker is the disconnecting device, and
should be readily accessible.

® When connecting the ODU to a MAINS DC distribution system, 2 Ampere
circuit breaker should be used to enable the central DC system to isolate the
ODU in an emergency case.

® One poly circuit breaker should be used and should be connected on the live
voltage: (+) or (-). The other poly should be grounded.
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® The circuit breaker should be connected to the (+) or (-) live voltage.

® The DC input is floating, so either (+) or (-) can be connected to the GND on
the power supply side. For the sake of consistency with other systems, Siklu
recommends that you connect the (+) to the GND.

® Use a 2-wire cable (14-18 AWG) to connect the power supply to the ODU. On
the ODU DC terminal, connect only the (+) and (-) wires. Do not connect to
the ODU's GND input.

Caution:

® Disconnect all power cables before service!

2.7.3 Preparing the Cables

Before inserting a cable connector into the ODU, you must first enclose the cable
connector in a protective All-Weather Shell. 3 sets of All-Weather Shells are provided
with the ODU for the ODU interfaces. The protective All-Weather Shell assembly is
shown in Figure 2-5.

1. Cable Inlet Portion 3. Connector Outlet Portion

2. Rubber Gasket Insert 4. Ethernet Cable

Figure 2-5 All-Weather Connecting Cable Shell Assembly
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3 sets of Rubber Gasket Insert are provided for different cable diameters:
® 4.2mm inner diameter — for cable diameter 3.5-4.9mm
® 5.8mm inner diameter — for cable diameter 5.0-6.7mm
® 7.9mm inner diameter — for cable diameter 6.8-9.0mm

1. For each ODU cable connection, perform the following procedure:

a. Disassemble a protective shell by unscrewing its parts and carefully
removing the Rubber Gasket Insert (@) from the Cable Inlet Portion (@) of
the shell.

b. Thread the cable connector through the Cable Inlet Portion (@®)of the shell,
through the Rubber Gasket Insert (@) and through the Connector Outlet
Portion (®) as shown in Figure 2-5.

c. Connect the cable connector to the ODU interface.

d. Screw the Connector Outlet Portion (®) to the ODU firmly by hand (do not
use tools).

e. Insert the Rubber Gasket Insert snugly into the Connector Outlet Portion (©)
of the shell.

f.  Screw the Cable Inlet Portion (@) to the Connector Outlet Portion (®)firmly
by hand (do not use tools).

2.7.4 Removing Connectors from the EtherHaul ODU

Caution:

To avoid accidental damage to the connector, always use the following order to
remove cable connections from the ODU (refer to Figure 2-5).

1. Unscrew the Cable Inlet Portion (@) of the All-Weather Shell first to release the
gasket seal and remove tension from the cable connector.

2. Unscrew the Connector Outlet Portion (®) of the All-Weather Shell from its
ODU port.

3. Remove the cable connector from its port.

2.7.5 Connecting the Power

1. Carefully screw the Connector Outlet Portion (®) of the All-Weather Shell into
the PWR port or alternatively, if a PoE connection is being used, the RJ1 port.
Tighten the Connector Outlet Portion securely by hand. Do not use a wrench.

2. Insert the power or PoE data connector into the port. The PWR LED color
indicator will turn red for one second, then blinking green. This indicates that
the ODU is powered on.

3. Screw the Cable Inlet Portion (®) of the All-Weather Shell onto the secured
Connector Outlet Portion, taking care not to twist the connecting cable. Tighten
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the Cable Inlet Portion securely by hand. The Rubber Gasket Insert (@) will
tighten to create a moisture-proof seal. Do not use a wrench.

Secure the power supply cable into place using a cable tie. Ensure that there is
sufficient play in the cabling to allow movement of the ODU during final
alignment.

Wait for the EtherHaul ODU to boot up (about two minutes). When the ODU is
fully rebooted, the PWR LED color indicator will turn green (during power-up the
PWR LED will blink green) and the RF LED color indicator will turn off, indicating
that the link is down.

2.7.6 Connecting Other Interfaces

For each network connection, perform the following steps:

1.

Carefully screw the Connector Outlet Portion (®) of the All-Weather Shell into
the appropriate port. Tighten the Connector Outlet Portion securely by hand. Do
not use a wrench.

Insert the RJ45 or SFP connector into the port.

Screw the Cable Inlet Portion (@) of the All-Weather Shell onto the secured top
portion, taking care not to twist the connecting cable.

Tighten the bottom portion securely by hand. The Rubber Gasket Insert (@) will
tighten to create a moisture-proof seal. Do not use a wrench.

Secure the network connection cable into place using a cable tie. Ensure that
there is sufficient play in the cabling to allow movement of the ODU during final
alignment.

Aligning the Antenna

The ODU antenna must be aligned on both local and remote ODUs. You must first
perform course alignment on each ODU, followed by fine alignment. Accurate alignment
of the ODU is critical for achieving the strongest possible receive signal.

In order to perform antenna alignment, the ODU must be in Alignment Mode.

The ODU has three modes of operation:

® Alignment — Carrier Wave transmission. Used for antenna alignment.

® Adaptive — Operational mode used with Adaptive Bandwidth, Code, and
Modulation.

® Static —Operational mode used with a fixed modulation profile.

ODUs are shipped from the factory in Adaptive Mode.
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2.8.1 Setting the ODU to Alignment Mode

Switch the EtherHaul ODUs to Alignment Mode by inserting the DVM probes into the
DVM Probes at the AUX Interface. Following this action, the RF LED color indicator will
turn orange, indicating the ODU is in Alignment mode.

The ODU will remain in Alignment Mode even if the DVM probes are ejected, until the
ODU is rebooted.

2.8.2 Performing the Alignment

Note: These instructions are for aligning a one-foot antenna. For instructions on aligning a
o~ two-foot antenna, refer to Appendix A: Install the ODU with Two Foot Antenna.

1. Verify that the ODU is in Alignment Mode. Refer to Aligning the Antenna on
page 31.

Course Alignment (Azimuth Only)

2. Loosen the Unit Mounting Bolts (@) slightly in order to allow the ODU some
freedom of movement.

3. Perform a course ODU alignment using a line-of-sight visual check with the
remote EtherHaul ODULock the Unit Mounting Bolts (@) using the 13mm open
wrench.

4. Repeat Steps 1 to 3 above on the remote ODU.
Fine Alignment

When aligning an antenna, the antenna in the remote node must remain completely
Note: stationary. Fine alignment is performed first on the local antenna, and only

afterwards on the remote antenna.
& The optimum alighment may require several adjustment iterations between the local

and remote antennas.

5. Connect the DVM to the ODU by inserting both red and black probes into their
appropriate positions in the AUX port (Figure 2-2).

Throughout the alignment procedure, you must compare the actual receive
signal strength indication (RSSI) to the expected RSSI that was calculated during
network link budget preparation (refer to Preparing for Installation on page 23).

Before using the DVM, set its output to millivolts. Dividing the RSSI millivolt
output by 10 will provide the actual receive signal strength calculation. For
example, a DVM millivolt reading of 450 mV is equivalent to -45 dBm.

6. Align the fine azimuth axis. Use the hexagonal wrench to adjust the Azimuth
Fine Adjustment Screw (®). Be sure to sweep the complete range of the
azimuth in order to determine the maximum received signal strength position.

Page 32 EH-INST-02, Issue 2.0



Installation and User Manual EtherHaul 1200™

When the optimum axis is achieved, tighten both Azimuth Adjustment Lock Bolts
(©).

7. Align the fine elevation axis. Use the hexagonal wrench to adjust the Elevation
Fine Adjustment Screw (@®). Be sure to sweep the complete range of the
elevation in order to determine the maximum received signal strength position.

When the optimum axis is achieved, tighten both Elevation Adjustment Lock
Bolts (@).

8. Perform Steps 6 and 7 for the remote ODU.
9. Repeat Steps 6 and 7 for the local ODU.

10. Use the DVM to verify maximum received signal strength on both local and
remote ODUs. For best performance, measured RSSI should be within +4 dB of
the calculated value.

11. Once the optimum position has been achieved for the ODU pair, tighten the
azimuth adjustment lock bolts (®) on one ODU, being very careful not to move
the ODU when tightening.

12. Tightening the azimuth adjustment lock bolts will tilt the ODU, so realign the
elevation again for optimum position.

13. Once the optimum position has been achieved for the ODU pair, tighten the
elevation adjustment lock bolts (@) on the ODU, being very careful not to move
the ODU when tightening.

14. Repeat steps 11 through 13 for the second ODU.

15. Use the DVM to verify that the received signal strength has not changed on
either the local or the remote ODU after final tightening of the brackets.

Antenna alignment is now complete.
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Figure 2-6 shows the EtherHaul 1200 after it has been completely installed.

Figure 2-6 Installed EtherHaul 1200 Unit

2.9 Performing Initial System Setup

Note:

ij The instructions in this section refer to Figure 2-1.

1. Disconnect the DVM from the ODU by removing the probes from the AUX port
(Figure 2-2).

2. Reboot both ODUs by gently pressing the ODU Reset Button (®). This returns
the ODU to Adaptive Mode. Following this action, and after the ODU has
finished rebooting, the RF LED color indicator on both ODUs will turn green,
indicating that the radio link is Up.

3. Carefully reinsert and tighten using the 13mm open wrench the AUX port
protective seal.

The EtherHaul 1200 link can now pass traffic and management between the ports
and over the radio link.

Further configuration can be performed using the Web EMS or the CLI.

Note:
To perform configuration and monitoring, you must connect your laptop or PC to one

ij of the two Ethernet ports on the ODU.
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3 Performing Basic Configuration Using the Web EMS

This chapter explains how to perform basic configuration tasks using the Web EMS.

For instructions how to configure a link using the CLI, refer to Performing
Basic Configuration using the CLI on page 47.

For instructions on performing advanced configuration, such as network
configuration, synchronization, OAM, and other advanced configuration
tasks, refer to Performing Advanced Configuration on page 77.

This chapter includes the following topics:

® Connecting to the ODU Using the Web EMS

® Saving Configuration Changes and Resetting the System Using the Web EMS
® (Quick Configuration

® Configuring and Displaying Basic System Information Using the Web EMS

® Configuring System IP Addresses Using the Web EMS

® Configuring Radio Parameters Using the Web EMS

® Viewing Modulation Profiles Using the Web EMS

® Configuring Ethernet Interfaces Using the Web EMS

® Configuring SNMP Settings

® Default VLAN Setting

Note: Before you perform basic configuration on the ODU, you must ensure that the ODU

ready ODU green. Refer to Step 2 in Performing Initial System Setup, on page 34.

A is set to either Adaptive or Static mode. The RF LED color indicator on a network-
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3.1 Connecting to the ODU Using the Web EMS

1. Launch an Internet browser and enter the ODU’s IP address in the address bar. The
default IP address is https://192.168.0.1.

2. Wait for the Java Applet to load and enter the username and password (admin,
admin). The Web EMS Main screen is displayed:

Quick Configuration

System

Bridge

Figure 3-1 Web EMS Main Screen

3.2 Saving Configuration Changes and Resetting the System
Using the Web EMS

Whenever you make changes to the ODU configuration using the Web EMS, you must
click Save Configuration on the Web EMS Main screen in order to save the configuration
changes to the startup configuration. If you do not save the configuration, the changes
will be lost the next time the system resets.

To reset the system, click Reset System on the Web EMS Main screen.
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3.3

3.4

Quick Configuration

It is recommended to use the Quick Configuration screen to configure the basic ODU
parameters. To display the Quick Configuration screen, click Quick Configuration on the
toolbar on the left.

You can also click specific topics on the toolbar on the left to display and configure more
extensive system parameters.

Configuring and Displaying Basic System Information Using
the Web EMS

You can view and configure basic system information in the System Information section
of the Quick Configuration screen.

»

System Information
Name: [EH-1200 | Date: [2011.02.17] i

Time: log0s:06 |

Figure 3-2 Web EMS Quick Configuration Screen — System Information Section

The following are the basic system parameters:

® Name
® Date
® Time

When you are finished, click Apply.

To view and configure more extensive system information, click System on the Web
EMS Main screen. The System screen is displayed.

System Information =
Description: EH-1200

Name: Lacal_ODU-14

Location: undefined

Contact: undafined

Date: 2012.02.22

Time: 22:01:04

Temperature: 44

Voltage: 44 de

Figure 3-3 System Screen — System Information Section
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The System Information section of the System screen includes the following system

parameters:
® Description
® Name
® |ocation
® (Contact
® Date
® Time
® Temperature

Voltage (and indication about power source: DC or PoE)

Configuring System IP Addresses Using the Web EMS

You can change and add system IP addresses in the IP section of the Quick Configuration
screen, or by clicking System on the Web EMS Main screen and clicking the IP section of
the System screen.

The EtherHaul ODU supports up to four IP addresses that can be on different subnets
and associated with different VLANs. You can assign a static route to each IP address.
Default IP-Gateway is defined as a static route.

By default, one IP address is defined (IP #1):

® |P Address — 192.168.0.1

® |P Prefix Length - 24 (equivalent to Mask 255.255.255.0)

® VLAN -0 (not defined, meaning the IP is not associated with specific VLAN)
P &
- # |192.158.D.I1F'2;ddress |24 Prefix Length |u VLAN |

Figure 3-4 IP Section of Quick Configuration and System Screen
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To add or change an IP address:

1. Click Add. The Add IP window opens.

wor

Prefix Length:

Figure 3-5 Add IP Window

2. Inthe Index field, select the index of the IP you want to add or change. Select
Index #1 if a single IP is used and you wish to change it.

Note: If you change the default IP address, your connection to the ODU will be lost. To re-
establish a connection, launch an Internet browser and connect using the new IP
address.

3. Click Apply.

Note:
By default, no static route or default gateway is defined.

Creating and modifying the IP Route (and Default Gateway) is performed using the
Route section of the Quick Configuration screen or the System screen.

To add or change a Route:

1. Click Add. The Add Route window opens.
LR

Index:

Destination:
Prefix Length:

Hext Hop:

Figure 3-6 Add Route Window
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2. Inthe Index field, select the index of the IP for which you want to add or change
a route. Select Index #1 if you are using a single IP and you want to change its
route.

idx number 1to 10

dest ip address in the form X.X.X.X where X is a decimal number from 0 to 255
(for example, 10.0.15.74).

prefix-len | ip prefix —a number from 0 to 32

next-hop | ip address in the form X.X.X.X where X is a decimal number from 0 to 255
(for example, 10.0.15.74). All IP addresses in the table must be different.

3. Click Apply.
The following example shows a single IP configuration with a default gateway:
ODU with IP 192.168.0.17, mask 255.255.255.0 and default gateway 192.168.0.254.
ODU config — IP screen:
® |ndex-—1
® |P Address — 192.168.0.17
® Prefix Lenght — 24
e VLAN-O
ODU config — Route screen:
® Index-—1
® Destination— 0.0.0.0
® Prefix Length-0
® Next Hop —192.168.0.254

Page 40 EH-INST-02, Issue 2.0



Installation and User Manual EtherHaul 1200™

3.6 Configuring Radio Parameters Using the Web EMS

You can configure basic radio parameters in the Radio section of the Quick
Configuration screen.

Radio =
Frequency (MHz): T4375 R Mode: |adaptive |
Channal Width (MHz): 500 Alignment Status: inacthve
Rode: auto - Medulation:
Transmit ASymmetry: 50tx-50r - Sub-Channels:
Tx Power (dBm}: 5 Repetitions:
FEC Rate:
Operational Status: up RSSI(dBm): -39
CINR (dB): 20

Figure 3-7 Web EMS Quick Configuration Screen — Radio Section

You can also configure the radio parameters by clicking Radio on the Web EMS Main
screen and going to the Radio section of the Radio screen. The Radio screen displays
several additional fields.

Radio -
Frequency (MHZ): 74375 - Mode: adaptive -
Channel Width (MHz): 200 Alignment Status: inactive
Role: autn - Modulation:
Role Status: master Sub Channels:
Transmit Asymmetry: S0te-50n - Repetitions:
Tx Link 10z o FEC Rate:
Rux Link Iz 0 Loopback : disabled -
Tx Power (dBm): 5 Loopback Timeout (sec): |60
Tx Mute : disable -
Tx Mute Timeout (sec): ]
Oper. Status: up RS S1 (dBm)k: -40
Tx State: nammial CINR (dB): 19
Rx State: nomal
Rx State: normal

Figure 3-8 Web EMS System Screen — Radio Section

® Frequency (MHz) — Select a frequency channel. The default values is 74375.
® Channel Width (MHz) — 250MHz or 500MHz. Default value is 500.

® Role — Determines whether the ODU functions as a master or slave. In a link,
one side must be set to Master and the other side must be set to Slave
(required for link synchronization). Default value is Auto, meaning the role
will be set automatically by the link. You can check the current set role in the
Role Status field.
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Manually setting the Role is necessary only for asymmetric configurations.

Transmit Asymmetry — Default value is symmetric configuration: 50% for Tx
and Rx (50tx-50rx). For an asymmetric configuration (75%/25% or 90%/10%),
you will have to manually configure the Role and set the Master unit to 75tx-
25rx (or 90tx-10rx) and the Slave unit to 25tx-75rx (or 10tx-90rx). Default
value is 50tx-50rx.

Mode — Select one of the following operation modes:

Alignment — Carrier Wave transmission. Used for antenna
alignment.

Adaptive — Adaptive Bandwidth, Code, and Modulation.

Static — Fixed modulation profile. If you select Static, you must
select from a list of pre-configured modulation profiles in the
Modulation field.

Default value is Adaptive.

Modulation — gpsk, 16QAM, or 64QAM.

Sub Channels — From 1 to 4 (occupied bandwidth. For Channel Width
250MHz: 62.5-250MHz, For Channel Width 500MHz: 125-500MHz)

Repetitions — 1,2 or 4
FEC Rate — 0.5

When using the system in Static mode, you must select from a pre-defined list of
modulation profiles. In Adaptive mode, the ODU will switch among the
modulation profiles from this list.

To check the available modulation profiles, refer to Viewing Modulation Profiles
Using the Web EMS on page 43.

Tx and Rx Link ID —You can set unique Link IDs for links installed on the same
site to avoid locking on the wrong transmitter.

Operational Status — Displays the radio link status (Up or Down).
Tx and Rx State —Displays the Tx and Rx chains status.
RSSI (dBm) — Displays the Receiver Signal Strength Indicator.

CINR (dB) — Displays the Carrier to Interference + Noise ratio, which
indicates the radio link’s signal quality. In normal conditions, CINR217
indicates a good signal quality.

Tx Power (dBm) —ODU’s transmit power (+5 to -35dBm).
Tx Mute — set to Enable to mute the transmitter
Tx mute Timeout (seconds) — number of seconds for Tx mute enabled

Loopback — ODU RF loopback. Select the modulation the ODU will be set to
in loopback mode.
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® [oopeback Timeout (seconds) — number of seconds the ODU will be in RF
loopback

When you are finished, click Apply.

3.7 Viewing Modulation Profiles Using the Web EMS

To view the available modulation profiles, click Radio on the Web EMS Main screen and
click the Modulations section of the Radio screen.

Modulations 2

Modulation Sub Channels Repetitions FEC Rate CINR Low CINR High
5 128 10
(] 11
13
17
127

qpsk
qpsk
qpsk
qami6
game4

) ey (o ey
o|o|o|o|o
i anlin

Figure 3-9 WEB EMS Radio Screen — Modulations Section
® CINR Low — Lower threshold for stepping down in modulation profile
(Adaptive Mode).

® CINR High — Upper threshold for stepping up in modulation profile (Adaptive
Mode).

3.8 Configuring Ethernet Interfaces Using the Web EMS

The EtherHaul system includes four Ethernet interfaces:
® Host — Management interface
® EthO - Radio interface
® Ethl - 0DU interface, port 1
® Eth2 - ODU interface, port 2

You can configure Ethernet port parameters in the Port sections of the Quick
Configuration screen. Some EtherHaul Ethernet port parameters are preset and cannot
be modified. This section lists and describes those parameters that can be modified.

Port: Eth1 A
Admin Status: o+ Ethernet Type: [fooa [+
Operational Status: up Auto Negotiation: [enabled [~

Ethernet Actual Type: 1000fd

Figure 3-10 Web EMS Quick Configuration Screen — Port Section (Ethl)
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You can also configure Ethernet port parameters by clicking the icon of the interface

EtherHaul 1200™

you want to configure on the EMS Web Main screen (Figure 3-11). The Interface screen
(Figure 3-12) contains several additional fields.

Quick Configuration

System

Bridge

| Reset system | | save Configuration |

Interface

Name:

Alias:
Description:
MAC Address:
MTU:

Admin Status:
Oper. Status:

Figure 3-11 Interface Icons on Web EMS Main Screen

Eth1

Eth 1
00:24:34:00:01:e2
9216

up |v‘

up

Figure 3-12 Interface Screen

Ethernet Type: [10001a Bd
Auto Negotiate: [enabled |-
Ethernet Actual Type: 10001d

Loopback ode:  [GEABIEET
Loopback 50 |
Alarm Propagation: [disanied (-]
Last Change: 0000:00:19:12

® Admin Status — Determines whether the port is enabled (up) or disabled
(down). Default value is up.

® Oper. Status — Displays the operational status of the port - up or down.

® Auto Negotiation — Determines whether or not auto-negotiation is enabled

(enabled) or disabled (disabled). Default value is enabled.
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® Ethernet Type — When Auto Negotiation is disabled, select the port’s speed
manually in this field (10/100/1000, HF/FD). When using the SFP physical
port, set this field to 1000xfd. Default value is 1000fd (Electrical RJ45, 1000
Full-Duplex).

® Ethernet Actual Type — Displays the port’s actual speed/duplex (after
negotiation).

Note:

Auto-negotiation and Ethernet Speed/Duplex (in case Auto-neg disabled) must be

ii identical on the ODU port and the end-equipment port.

Loopback Mode — Interface screen only. Options are: Disabled, Internal,
Internal-mac-scap, External, External-mac-swap.

Loopback Timeout — Interface screen only. The loopback timeout (in
seconds).

Alarm Propagation — Interface screen only. Used to define system behavior
in case of Eth or Radio link failure (port shutdown):

o “Backward” — Eth port down in case radio link down or Eth port
down at the remote.

o “Forward”= notification is sent to the remotein case Eth port link
down.

o “Both Directions”= Eth port down in case of both radio or Eth link
down.

When you are finished, click Apply.

3.9 Configuring SNMP Settings

You can configure the SNMP V2 managers trap destination in the SNMP section of the
System screen.

SNMP V3 attributes may be configured via CLI only. Refer to Managing SNMP on
page 129.
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You can define up to five managers, with the following settings:
® Destination IP Address
® UDP Port Number

® Read Community (security key)

SNMP

»

Address UDP Port Read Comm
192.168.0.100 162 public

Add

Figure 3-13 Web EMS System Screen — SNMP Section

To add or change managers, click Add.

When you are finished, click Apply.

Note: These settings are applicable for SNMPv2.

& SNMPv3 settings are available for configuration using the CLI.

3.10 Default VLAN Setting

EtherHaul’s Undefined VLAN feature enables transparent forwarding of both tagged and
untagged traffic by default. No configuration or license is necessary for this feature,
which gives you the flexibility to change your VLANs with no additional configuration
necessary in the EtherHaul system.

For VLAN configuration options, including the ability to define or block specific VLANs, ,
refer to Configuring VLANs on page 63.
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4 Performing Basic Configuration using the CLI

This chapter explains how to perform basic configuration tasks using the CLI.

For instructions how to configure a link using the Web EMS, refer to
Performing Basic Configuration Using the Web EMS on page 35.

For instructions on performing advanced configuration, such as network
configuration, synchronization, OAM, and other advanced configuration
tasks refer to Performing Advanced Configuration on page 77.

This chapter includes the following topics:

® Establishing a CLI Session with the ODU

® Saving Configuration Changes and Resetting the System Using the CLI

® Configuring and Displaying Basic System Information Using the CLI

® Configuring System IP Addresses Using the CLI

® Configuring Radio Parameters Using the CLI

® Configuring Ethernet Interfaces Using the CLI

® Default VLAN Setting

Note: Before you perform basic configuration on the ODU, you must ensure that the ODU

ready ODU is green. Refer to Step 2 in Performing Initial System Setup, on page 34.

A is set to either Adaptive or Static mode. The RF LED color indicator on a network-

4.1 Establishing a CLI Session with the ODU

1.

3.
4.

Run a standard SSH client. You can use a common, open source SSH client
program, such as PuTTY, available for download from the web.

Enter the ODU’s default IP address: 192.168.0.1 (the default Mask is
255.255.255.0) and open the connection.

Login as user admin.

Enter the password admin.

When a successful connection is established, the ODU responds as follows:

login as: admin
EH-1200, S/N: F026500012, Ver: 3.0.0 6311
admin@192.168.0.15's password:

EH-INST-02, Issue 2.0 Page 47



Installation and User Manual EtherHaul 1200™

4.2

4.3
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Saving Configuration Changes and Resetting the System
Using the CLI

Whenever you make changes to the ODU configuration, you must save the configuration
changes to the startup configuration. If you do not save the configuration, the changes
will be lost the next time the system is reset. Use the following command to save
configuration changes to the startup configuration:

Local_Site> copy running-configuration startup-configuration

To reset the system, use the reset system command. You must reset the system
whenever you exit Alignment mode.

Local_Site> reset system

Configuring and Displaying Basic System Information Using
the CLI

Use the set system name command to set the ODU’s name. Once you set the ODU'’s
name, a prompt appears with the name you just set, the date, and the time.

Default> set system name Local_Site
Local_ Site>

To set system date & time, use the following command:

Local_Site> set system date 2011.01.18 time 15:08:00

Use the show system command to display basic information about the ODU.

Local_Site>show system

system description : EH-1200
system snmpid :1.3.6.1.4.1.31926
system uptime : 0000:00:05:10
system contact : undefined
system name : Local_Site
system location : undefined
system voltage : 55 dc

system temperature : 39

system date : 2011.01.18
system time : 15:08:06
system cli-timeout : 15
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4.4

Configuring System IP Addresses Using the CLI

The EtherHaul ODU supports up to four IP addresses that can be on different subnets
and associated with different VLANs. You can assign a static route to each IP address.
The Default IP-Gateway is defined as a static route.

By default, one IP address is defined (IP #1):
® |P Address —192.168.0.1
® |P network Prefix — 24 (Mask 255.255.255.0)
® VLAN -0 (not defined)

By default, no route is defined.

Use the set ip command to change or add an IP address. The command must be
followed by the index number of the IP address you want to add or change. Use the
index number 1 to change the default IP address. For example:

set ip <ip-index> ip-addr <value> [prefix-len <value>] [vlan
<value>]
<ip-index> : integer 1..4

Local_Site>set ip 1 ip-addr 192.168.0.11 prefix-len 24

If the IP entry does not already exist, the set ip command creates it and assigns the
attributes specified. If the interface address or the default router address is not
explicitly specified, the entry is created with the default value that has been defined for
the VLAN.

If the IP entry already exists, the set ip command replaces the attributes that are
currently defined for the entry with the values specified in the command.

Up to four IP addresses can be specified on the command line.

A set ip command fails if the route specified is not within the subnet that has been
defined by mask.

Note: If you change the default IP address, your connection to the ODU will be lost. To re-
establish a connection, launch an Internet browser and connect using the new IP
i 0 i address.

To display all of the currently configured IP addresses and their attributes, use the
show ip command:

For example:

Local_Site>show ip

ip 1 ip-addr : 192.168.0.11
ip 1 prefix-len : 24
ip 1 vlan : 0
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To delete IP entries, use the clear ip command:
clear ip <index>
To create and modify an IP Route and Default Gateway, use the set route command:

set route <idx> [dest <ip-address>] [prefix-len 0..32] [next-hop
<ip-address>]

idx number 1 to 10

dest ip address in the form X.X.X.X where X is a decimal number from 0 to 255
(for example, 10.0.15.74).

next-hop ip address in the form X.X.X.X where X is a decimal number from 0 to 255
(for example, 10.0.15.74). All IP addresses in the table must be different.

prefix-len ip prefix —a number from 0 to 32

By default, no route is defined.
To set a static route, use the following command:

Local_Site>set route 1 dest 192.168.0.64 prefix-len 30 next-hop
192.168.0.66

To set a single default gateway, use the following command. When single IP is used and
a Static route is not used, you may configure a default IP gateway. In such case, use
0.0.0.0 as the destination network with prefix-len 0.

set route 1 dest 0.0.0.0 prefix-len 0 next-hop 192.168.0.254

To display all of the currently configured routes and their attributes, use the
show route command:

Local_Site>show route

ip 1 dest : 0.0.0.0

ip 1 prefix-len: 0

ip 1 next-hop : 192.168.0.254

Configuring Radio Parameters Using the CLI

This section lists and describes the CLI commands you need to configure and display
radio parameters.

Use the set rf command, followed by the name of the parameter you want to
configure, to configure the ODU’s radio parameters:

For example:

Local_Site>set rf frequency 75375
Local_Site>set rf role slave
Local_Site>set rf mode adaptive
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Displaying Radio Parameters and Status Using the CLI

Use the show rf command to display the ODU’s current radio status and parameter
settings.

Local_Site>show rf

rf operational up

rf tx-state normal

rf rx-state normal

rf cinr 19

rf rssi -43

rf channel-width 500

rf frequency 74375

rf role auto

rf role-status : master

rf mode adaptive gam64 4 1 0.5
rf alignment-status inactive

rf lowest-modulation gesk 1 4 0.5
rf tx-asymmetry 50tx-50rx
rf rx-link-id 0

rf tx-link-id 0]

rf temperature 52

rf loopback-timeout 60

rf loopback disabled

rf tx-power 5
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Table 11-3 on page 179 lists and describes the configurable RF attributes. Table 11-5 on
page 180 lists and describes the read-only RF attributes.

4.5.2 Configuring the Radio Parameters Using the CLI

Set rf
[frequency {71375 | 71875 | 72375 | 72875 | 73375 | 73875 |
74375 | 74875 | 75375}]

[role {master | slave | auto}]
[f tx-mute {disable | enable}]
[tx-mute-timeout <integer 0..86400>]

[mode {static <modulation> <subchannels> <repetitions> <fec-rate> - (from list of
modulations) | alignment | adaptive}]

[lowest-modulation {<modulation> <subchannels> <repetitions> <fec-rate> - (from
list of modulations)}]
[tx-asymmetry for master use 50tx-50rx, 75tx-25rx, 90tx-10rx
for slave use 50tx-50rx, 25tx-75rx, 10tx-90rx}]

[tx-link-id <integer 0..127>]
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[rx-link-id <integer 0..127>]

EtherHaul 1200™

[loopback {internal-mac-swap <modulation> <subchannels> <repetitions> <fec-rate>
- (from list of modulations) | disabled}]

[loopback-timeout <integer 0..86400>]

[tx-power <integer -35..5>]

4.5.3 Viewing Modulation Profiles Using the CLI

Use the show modulation command to display available supported modulation

profiles and their parameters.

Local Site>

2P 192168015 - PuTTY = | B S
Local Site>show modulation 2
modulation subchannels repetitions fec-rate cinr-low cinr-high backoff

agpsk 1 4 0.5 -128 10 5

agesk 2 2 0.5 <] 11 8

agosk 4 1 0.5 7 13 8

gamlé 4 1 0.5 1z 17 g8

gamé4 4 1 0.5 1e 127 8

-

CINR Low — Lower threshold for stepping down in modulation profile

(Adaptive Mode).

CINR High — Upper threshold for stepping up in modulation profile (Adaptive

Mode).

Backoff — internal setting controlling the OFDM Tx power backoff.

Note:

iij user

4.6 Configuring Ethernet Interfaces Using the CLI

The EtherHaul system has four Ethernet interfaces:

Modulation parameters are optimized configuration and should not be altered by the

Host — Management interface
EthO — Radio interface

Ethl — ODU interface, port 1
Eth2 — ODU interface, port 2

You can change the default values of the ODU interfaces, and display the port status of a
specific interface.
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The Eth object is always followed by one or more name strings that correspond to
Note: ports or devices to be acted upon.

ii In the commands below, this string is represented as <eth-1ist>.

For more details on this convention, refer to Designating Named Objects on
page 158.

4.6.1 Configuring Interface Parameters

Use the set eth command, followed by the name of the interface (Eth1 or Eth2) to
change the default values of an Ethernet interface.

set eth <eth-list>
[admin up | down]
[alias <string>]
[eth-type <eth-type-set>]
[auto-neg {enabled | disabled}]
[loopback-mode { disabled | external | internal}]
[loopback-timeout <integer>]
[alarm-propagation {disabled | backward | forward | both
directions}

For example, use the following command to set Ethernet port 1 to SFP mode:
set eth ethl eth-type 1000xfd

Table 11-18 on page 198 lists and describes the configurable Ethernet interface
attributes.

4.6.2 Displaying Interface Status

Use the show eth command, followed by the name of the interface, to display the
Ethernet port status for a specific interface.

show eth [{<eth-list> | all}
[{info | description | mtu | mac-addr | admin | operational
| last-change | name | alias | eth-type | eth-act-type
| auto-neg | loopback-mode | loopback-timeout | statistics
| alarm-propagation}]]

The following is an example of an Ethernet interface status display.

Local Site> show eth ethl

eth ethl description : Siklu

eth ethl mtu : 9216

eth ethl mac-addr : 00:24:24:00:06:d2
eth ethl admin : up

eth ethl operational : up
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eth
eth
eth
eth
eth
eth
eth
eth
eth

ethl
ethl
ethl
ethl
ethl
ethl
ethl
ethl
ethl

last-change

name

alias

eth-type
eth-act-type
auto-neg
loopback-mode
loopback-timeout
alarm-propagation

0000:00:12:11

: Ethl

1000£fd
1000£d
enabled

: disabled

60
disabled

EtherHaul 1200™

Table 11-18 on page 198 lists and describes the configurable Ethernet interface
attributes. Table 11-19 on page 201 lists and describes the read-only Ethernet interface
attributes.

Default VLAN Setting

EtherHaul’s Undefined VLAN feature enables transparent forwarding of both tagged and
untagged traffic by default. No configuration or license is necessary for this feature,
which gives you the flexibility to change your VLANs with no additional configuration

necessary in the EtherHaul system.

For VLAN configuration options, including the ability to define or block specific VLANs,

refer to Configuring VLANs on page 63.
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5

5.1

Commissioning and Acceptance Procedure

This chapter presents the recommended commissioning and acceptance procedure to
be performed following the installation of each EtherHaul ODU.

The commissioning and acceptance procedure verifies the correct installation and the
proper, safe, and robust operation of the EtherHaul RF link.

This chapter includes the following topics:
® |nstallation Verification and Testing

® EtherHaul Commissioning and Acceptance Form

Installation Verification and Testing

Inspect the following components and confirm their adherence to requirements that are
detailed in the accompanying checklist (EtherHaul Commissioning and Acceptance Form
on page 57).

Hint:

Make copies of the EtherHaul Commissioning and Acceptance Form on page 57 and
use it as a comprehensive guide to RF link commissioning and acceptance.

&)

5.1.1 Physical Installation Verification

This inspection verifies the physical installation of the ODU, in accordance with For
detailed technical specifications please refer to the datasheet.

Installing the EtherHaul 1200 on page 20.
® Pole mount installation
® ODU installation
® Connectors’ sealing
® (Cables installation

® Grounding

5.1.2 RFLink Test

This inspection verifies the RF link status, in accordance with Performing Basic
Configuration Using the Web EMS on page 35 and Performing Basic Configuration using
the CLI on page 47.

® RFLED s green
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® Management/CLI indication: “RF Operational — Up”

® Receive Signal Strength Indication (RSSI) achieved in Alignment Mode is
within +/-5dB of the expected value

® Carrier to Interference + Noise Ratio (CINR) is 16 or higher

® Link configuration (modulation, mode) is in accordance with plan
requirements

5.1.3 Link Errors Test

This inspection verifies error-free operation of the radio link.

® No errors/loss on the RF Statistics counters (show rf statistics)

5.1.4 Ethernet Services Test

This inspection verifies correct Ethernet services flow and error-free operation.

® Connect PCs on both ends of the link and use software-based utilities to test
for packet-loss

® |f available, connect a packet analyzer to the GbE port and verify that no
packets are lost

5.1.5 Management Verification

This inspection verifies proper management of the link.
® Verify correct management/CLI connection to both local and remote ODUs

® Verify management access from remote NMS stations

5.1.6 Recording ODU Configuration

Perform the following steps after the EtherHaul ODU is commissioned and accepted:
® Copy the Running Configuration (currently active) to Startup Configuration

® Save the configuration file for future records and backup
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5.2 EtherHaul Commissioning and Acceptance Form

EtherHaul™ Commissioning and Acceptance Form

Customer Details

Customer

Project/link name

Physical Installation Verification Local Site Remote Site
Site name &address
Mount type [|Roof-top []Roof-top

[ JMast/Tower [ JMast/Tower
ODU mount above ground meters meters
Clear line-of-sight |:| Yes |:| No |:| Yes |:| No
ODU safely mounted using Siklu’s |:| Yes |:| No |:| Yes |:| No
bracket correctly installed
Pole diameter between 2-4” |:| Yes |:| No |:| Yes |:| No
Bracket’s mounting bolts securely |:| Yes |:| No |:| Yes |:| No
tightened
ODU grounding |:| Yes |:| No |:| Yes |:| No

Cables/Fibers Connections

(mark all cables connected)

[ JEth1 cat5 [ JEth1 Fiber
[ JEth2 cat5 [ JEth2 Fiber

[ Ibc

[ JEth1 cat5 [ ]Eth1 Fiber
[ ]JEth2 cat5 [ _]Eth2 Fiber

[ Ioc

Overall Cables/Fibers length meters meters
Cables/Fibers securely routed and |:| Yes |:| No |:| Yes |:| No
fixed properly using cable ties

Cables/Fibers are properly |:| Yes |:| No |:| Yes |:| No

weatherproofed using the
appropriate glands
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ODU DC source

I:‘POE |:|External DC

I:‘POE |:|External DC

PoE model and manufacturer

Measured DC power (or CLI/Web
reading)

Volts DC

Volts DC

RF Link Parameters

ODU Model

ODU P/N

ODU S/N

ODU running SW version

Tx/Rx Frequency

MHz

MHz

Channel-Width

[ J250MHz [ ]500MHz

[ J250MHz [ ]500MHz

Role |:|Auto |:|Auto

|:|Master |:|Slave |:|Master |:|Slave
Tx/Rx Link ID 0 (not used) 0 (not used)
Modulation/Mode [ ]Adaptive [ ]Adaptive
Mode: modulation/sub-channel/repetitions/FEC |:|Static _______ |:|Static __________
UL/DL Configuration |:|Symmetric |:|Symmetric

|:|Asymmetric

|:|Asymmetric

(ratio) % (ratio) %
ODU Polarization v [IH v []H
Link distance meters
RF Link Tests
Expected RSSI dBm dBm
Measured RSSI dBm dBm
Measured CINR dB dB
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Green “RF” led

|:|Yes |:| No

|:| Yes |:| No

RF operational status Up

|:|Yes |:| No

|:| Yes |:| No

RF Statistics error counters clear

|:|Yes |:| No

|:| Yes |:| No

Ethernet Services Tests

Packet-Loss test

[ ]Packet Analyzer [_]SW-based

[ INo Packet-Loss

Test duration

[ INo Packet-Loss

Test duration

Eth Statistics dropped-packets
counters clear

|:|Yes |:| No

|:| Yes |:| No

Management

IP address/Mask

IP Mask

Default IP Gateway

In-band management enabled

|:|Yes |:| No

VLAN ID

|:| Yes |:| No

VLAN ID

Management of local and remote

|:|Yes |:| No

|:| Yes |:| No

NMS used

[ ] web/cLi [_] SikluView

|:| Other

[ ] web/cLi[_] SikluView

|:| Other

NMS management access

[ Jok []INoK []N/A

[ Jok []NoOK []N/A

Traps received in NMS

[ Jok []INoK []N/A

[ Jok []INOK []N/A

Final Configuration Verification

Copy running config to startup

|:| Done

|:| Done

Clear all statistics and logs

|:| Done

|:| Done

Configuration file saved and stored

|:| Done

|:| Done

Additional Info / Remarks
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1&C Details

I&C Date

Installation team

Commissioning team
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6 EtherHaul Networking Configuration

This chapter presents the EtherHaul bridge management model and describes the initial
procedures for configuring the EtherHaul network, including:

® Provider Bridge

® EtherHaul Bridging Model

® Configuring VLANs

® Configuring Bridge Ports

® Configuring Provider Bridge and Advanced VLAN Settings

® Error! Reference source not found.

6.1 Provider Bridge

The IEEE 802.1ad Provider Bridge, commonly known as QinQ or Provider Bridge, extends
the IEEE 802.1Q standard by providing for a second stack of VLANs in a bridged network.
The general purpose of Provider Bridge is to enable frames from multiple customers to
be forwarded (or tunneled) through another topology (provider network) using service
VLANs or S-VLANs. The provider bridge, which may consist of multiple devices in the
service provider domain, looks like a simple bridge port to the customer’s traffic and
maintains the customer’s VLANs.

Customer VLANSs (referred to as C-VLANs by the IEEE 802.1ad specification) are not used
to make any forwarding decisions inside the provider network where customer frames
get assigned to service VLANs (S-VLANSs). Inside the provider cloud, frames are
forwarded based on the S-VLAN tag only, while the C-VLAN tag remains shielded during
data transmission. The S-VLAN tag is removed when the frame exits the provider
network, restoring the original customer frame.

The EtherHaul 1200 incorporates a fully functional integrated Provider Bridge (IEEE
802.1ad).
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6.2 EtherHaul Bridging Model

The Siklu implementation of Provider Bridge is a network of up to five virtual bridges
connected in a “cross-like” fashion as shown in Figure 6-1.

Port host

Component C1 I
Port 51

Portc1

Component S1

o

Component G4 Component G2

7

Port 51 ’/Pcrt cd

Portc2 |Portsi Port athl
Port €3

Figure 6-1 Provider Bridge Architecture

Figure 6-2 shows the generic model of the EtherHaul bridge.

ETHI — C3 C1 — Host
S1

ETHO

ETH2 — C4 C2 RF

Figure 6-2 Generic Model of the EtherHaul Bridge

Each component acts as a virtual bridge. A component can have both external and
internal ports. An external port name is identical to its interface name. An internal port
name uses the name of its peer component as shown in Figure 6-2, when C-component
1is connected to the S-component, the corresponding internal port in.

For example, the C-component is called S1 and the corresponding internal port in the
S-component is called C1.
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6.3

You can change the default bridge configuration to suit your network by removing or
adding the desired bridge components. All components are created, managed, and
removed using the CLI.

Configuring VLANSs

This section lists the default VLAN and Port settings, and provides instructions how to
modify these settings.

By default, the EtherHaul system is set to Transparent Bridge (Undefined VLAN) mode.
The Transparent Bridge feature enables transparent forwarding of both tagged and
untagged traffic by default. No configuration or license is necessary for this feature,
which gives you the flexibility to change your VLANs with no additional configuration
necessary in the EtherHaul system.

In addition to the default Transparent Bridge feature, you can choose to create VLANSs,
as well as block specific VLANSs.

6.3.1 Transparent Bridge Mode

EtherHaul’s default setting is Transparent Bridge (Undefined VLAN). In this
configuration, both tagged and untagged traffic is forwarded transparently. No VLAN
configuration is required for Undefined VLAN. This feature gives you the flexibility to
change your VLANs with no configuration necessary on the part of the EtherHaul

system.
< Entiner] [ St > _ -
ETH1 C3 - ' HOST
S1
ETH2 ETHO

--w-

Figure 6-3 Undefined VLAN Implementation

l

In Transparent VLAN mode, you can use the Eth1 or the Eth2 port for all data and
management traffic, included both tagged and untagged data (Figure 6-4). Alternatively,
you can use one of the ports for management, and the other port for data, including
both tagged and untagged data (Figure 6-5).
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ETHO
ETH2 487 l4( C2 RF

ETHO
- ETH2 —ﬂ—— ‘ C2 RF
~——

Figure 6-5 Transparent Bridge Mode Using Ethl for Management and Eth2 for Data

default>show vlan

component-id wvid fdb-id egress untagged history
sl 1 1 cl,c2,c3,c4 cl,c2,c3,c4 disable
sl undef 1 cl,c2,c3,c4 none disable
cl 1 1 host,sl host disable
cl undef 1 host,sl none disable
c2 1 1 etho, sl ethoO disable
c2 undef 1 etho, sl none disable
c3 1 1 ethl,sl ethl disable
c3 undef 1 ethl, sl none disable
c4 1 1 eth2,sl eth2 disable
c4 undef 1 eth2,sl none disable
default>
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6.3.2

Configuring VLANs Using the Web EMS

To configure VLANs using the Web EMS:

EtherHaul 1200™

1. Inthe Web EMS Main screen, click Bridge. The Bridge screen is displayed.

2. Click the VLANs section of the Bridge screen.

VLANS 2
Component 1D VID FOB ID Egress Set | Untagged Set History L
= 1 1 cl,c2,.c3,cd cl,c2c3 cd dizable -
= undef 1 cl,c2,.c3,cd none dizable
cl 1 1 host,s1 host disable -
cl 100 1 host,z1 host dizable
cl undef 1 host,z1 none dizable =
c2 1 1 ethi =1 eth0 dizable
c2 100 1 eth0,s1 none disable
[ undef 1 ethd,s1 none disable B

Add || Delete
Figure 6-6 Web EMS Bridge Screen — VLANSs Section
3. Click Add. The Add VLAN window is displayed.
e
Component: |c1
VID: I
FDB ID:
Egress Set: |
Untagged Set: |
History: [disable
Figure 6-7 Add VLAN Window
4. Configure the following VLAN attributes for the required components:
- VID - C-VLAN Identifier. This can be any number from 1 to
4094, which identifies a particular C-VLAN, or the special value
“undef”, which identifies configuration relevant for all VLANs
that are not explicitly defined in the VLAN Table. To edit an
existing VLAN, enter the VID of the VLAN you want to edit.
- FDBID — Enter 1. For S-VLANs in Provider Bridge configuration,
up to 64 FDBs are available for different S-VLANSs.
Page 65
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— Egress Set — A frame which belongs to a VLAN identified by
vid can enter the bridge through any port but can only leave
through the ports that are included in the egress set (Host —
management, EthO — radio, Ethl — ODU port 1, Eth2 — ODU
port 2).

— Untagged Set — A subset of the egress set. If a port is a member
of the untagged set and a frame leaves the bridge through this
port, the C-Tag is removed (untagged) To leave the VLAN
tagged when transmitted on all ports in the egress set, enter
none.

— History — If you want the ODU to collect statistics for this VLAN,
select enable. Otherwise, select disable.

5. Click Apply to close the Add VLAN window.
6. Click Apply to implement the changes and close the Bridge screen.

6.3.3 Configuring VLANs Using the CLI

6.3.3.1 Creating and Modifying VLANSs

VLAN definitions are stored in a table containing static configuration information for
each VLAN that is configured in the device by local or network management. All VLAN
Table entries are permanent and are restored when the device is reset.

Note: . .
The use of <comp-id-1ist> in VLAN Table CLI commands changes, depending
ii on whether the EtherHaul Provider Bridge feature is enabled or disabled.

When the Provider Bridge feature is enabled, use the following syntax to create or
modify a VLAN:

set vlan <comp-id-list> <vid-list>
[fdb-id <fdb-id>]
[egress <bridge-port-list>]
[untagged <bridge-port-list>]

When the Provider Bridge feature is disabled, use the following syntax to create or
modify a VLAN:

set vlan <vid-list>
[<comp-id-1ist>]
[fdb-id <fdb-id>]
[egress <bridge-port-list>]
[untagged <bridge-port-list>]
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6.3.3.2 Blocking Specific VLANs

You can block specific VLANs from entering the EtherHaul system by using the
set vlan command and setting the egress attribute to none.

Note:

A

The Provider Bridge feature must be enabled in order to block VLANSs.

The following example blocks VLAN 333 traffic from entering the EtherHaul system:

default>set vlan c3 333 egress none untagged none
Set done: vlan c3 333
default>set vlan c4 333 egress none untagged none
Set done: vlan c4 333
default>set vlan c2 333 egress none untagged none
Set done: vlan c2 333

default>show vlan

EtherHaul 1200™

component-id vid fdb-id egress untagged history
sl 1 1 cl,c2,c3,c4 cl,c2,c3,c4 disable
sl undef 1 cl,c2,c3,c4 none disable
cl 1 1 host,sl host disable
cl undef 1 host,sl none disable
c2 1 1 etho, sl etho0 disable
c2 333 1 none none disable
c2 undef 1 etho, sl none disable
c3 1 1 ethl, sl ethl disable
c3 333 1 none none disable
c3 undef 1 ethl, sl none disable
cd 1 1 eth2, sl eth2 disable
c4 333 1 none none disable
cd undef 1 eth2,sl none disable
default>

6.3.3.3 Deleting VLANs

Use the clear vlan command to delete VLANs and clear their associated statistics.

When the Provider Bridge feature is enabled, use the following syntax:
clear vlan {<comp-id-list> | all} {<vid-list> | all}
[statistics]
When the Provider Bridge feature is disabled, use the following syntax:

clear vlian {<vid-list> | all}
[statistics]
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® Before deleting a C-VLAN, verify that it is not being used as a key to the
C-VLAN Registration Table (Table 11-29). Do not delete the C-VLAN if such an
entry exists.

® Before deleting an S-VLAN, verify that:

— The S-VLAN is not being used as the key in the PEP Virtual Port Table
(Table 11-30) and S-VID Translation Table (Table 11-31).

— The S-VLAN is not being used as Relay S-VID in the S-VID Translation Table
(Table 11-31).

— The S-VLAN is not defined in any entry of the C-VLAN Registration Table
(Table 11-29).

VLAN IDs 1 and Undef are default VLANs and cannot be deleted (but can be
blocked).

6.3.3.4 Displaying VLAN Details

Use the show vlan command to display VLANs and their details.

When the Provider Bridge feature is enabled, use the following syntax:

show vlan [{all | <component-id>}

[{all | <vids>}

[{info | statistics | fdb-id | egress | untagged}]]]]
show vlan

[{all | <vids>}

[{info | statistics | fdb-id | egress | untagged}]]]]

6.3.3.5 VLAN Table Attributes

Table 11-28 on page 210 lists and describes the attributes in the VLAN Table.

6.3.3.6 Displaying VLAN Common Properties

To display the ODU’s VLAN configuration, use the following command:

show vlan-common [{<comp-id-list> | all}
[{ info | version | max-vid | max-num | curr-num}]]

This command displays general information about VLAN bridges that are active in the
network. Table 11-27 on page 209 lists and describes the VLAN Common attributes.
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6.4

Configuring Bridge Ports

6.4.1

To configure ports using the Web EMS:

1.

2. Click the Bridge Ports section of the Bridge Ports screen.

Configuring Bridge Ports Using the Web EMS

EtherHaul 1200™

In the Web EMS Main screen, click Bridge. The Bridge screen is displayed.

Bridge Ports -3
Component Port iflndex PVID Default Prio... Admit Ingress Filt...
51 cd 0 1 0 all disabled [ 2]
cl s 0 1 0 all disabled
c3 eth1 3 1 0 all disabled
c2 s 0 1 0 all disabled
cd ethz 4 1 0 all disabled 1
3 51 0 1 0 all disabled T
cd s 0 1 0 all disabled
51 c1 0 1 0 all dizabled hd

Figure 6-8 Web EMS Bridge Screen — Bridge Ports Section

3. To edit a port and change its PVID, click Edit. The Change Port window is

4.

displayed.

Default Priority: |0

Admit: all

Ingress Filteringi disabled

Figure 6-9 Change Port Window

In the Port field, select the port you want to edit.
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5. Configure the following Port attributes:

pvid

prio

admit

filter

A vidwhich will be assigned to an untagged frame or a priority-tagged
frame, but VID is set to O indicating that the frame does not belong to
any VLAN and only PCP field is relevant), which enters to the bridge
through this port. The special value “undef” cannot be used as PVID. By
default it is set to 1.

The value which will be assigned to PCP field if an untagged frame
arrives through this port. For priority-tagged frames this field is
irrelevant. By default it is set to 0.

This attribute controls what kinds of frames are allowed into the

bridge. If set to untagged then only untagged or priority tagged
frames may enter. If set to tagged then only tagged frames (i.e., those
with VID different from zero) may enter. If set to al1l, all kinds of
frames may enter. By default it is set to all.

By default the VLAN configuration is essentially asymmetrical. Frames
with any VIDs may enter through any port but leave only though a port
which is a member in the egress set assigned to a particular VLAN. By
setting filterto enabledsymmetry is introduced —in this case a
frame can enter through a particular port only if it can leave through
this port as well. By default the attribute is set to disabled.

6. Click Apply to close the Change Port window.

7. Click Apply to implement the changes and close the Bridge screen.

6.4.2 Configuring Bridge Ports Using the CLI

Note:

A\

The Bridge object is always followed by one or more name strings that correspond to
ports or devices to be acted upon.

In the commands below, this string is represented as <comp-id-1list>.

For more details on this convention, see Designating Named Objects on page 158.

Use the following command to assign the bridge device:

set bridge <comp-id-list>

Use the following command to display bridge parameters:

show bridge {[<comp-id-list> | all}
[{info | mac-addr | num-ports}]]

Use the following command to reset all bridge attributes:
clear bridge {<comp-id-list> | all}

Table 11-22 on page 205 lists and describes the bridge attributes.

EH-INST-02, Issue 2.0



Installation and User Manual EtherHaul 1200™

6.4.3 Configuring the Bridging Port

The bridging port provides access to port-wide definitions from the bridge. When using
the bridge-port commands, you can specify any combination of components and
ports. However, only certain combinations will produce a result.

In the current product version, the following usage restrictions exist:
® Component c1 is strictly associated with the Ports host and s1
® Component c2 is strictly associated with the Ports ethO and s1
® Component c3 is strictly associated with the Ports eth1 and s1
® Component c4 is strictly associated with the Ports eth2 and s1

® The Ports associated with the Component s1 are dependent on the
c components that currently exist. For example, if the components c1 and c4
already exist, then the Component s1 is associated with the Ports ethO, ethl,
cland c4.

The validity of a specified combination should be tested before command execution.

Note: The use of <comp-id-1ist> in Bridging Port CLI commands changes, depending
on whether the EtherHaul Provider Bridge feature is enabled or disabled.

& Also, when the Provider Bridge feature is disabled <bridge-port-list> can
only include the external ports eth1, eth2, ethO and Host.

You can use the set bridge-port command to assign the bridging port parameters.
The syntax of this command depends on whether or not the Provider Bridge feature is
enabled.

set bridge-port <comp-id-list> <bridge-port-list>
[pvid <vlan>]
[prio {0..7}]
[admit untagged | tagged | all]
[filter enabled | disabled]

You can use the show bridge-port command to display the bridging port attributes.

show bridge-port [[{<comp-id-list> | all}] {<bridge-port-list> |
all}
[{ info | mac-addr | num-ports | interface | pvid | prio
| admit | filter | gvrp | vlan-restricted | last-pdu-origin
| statistics}]]

Table 11-23 on page 205 lists and describes the bridging port attributes.
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6.5
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Configuring Provider Bridge and Advanced VLAN Settings

6.5.1 Configuring PEP Virtual Ports

PEP Virtual Ports are used to configure ingress port filtering. PEP table entries define
traffic flows from the provider network to the customer edge port. The table is indexed
by Component ID and S-VID. You can specify the default C-VID value and default user
priority in the PEP table.

Use the following command to create and modify PEP Virtual Port elements:

set pep-vp <c-comp-id-list> sl <vid-list>
[cpvid <vid>]
[prio 0..7]
[admit all | tagged | untagged]
[filter enabled | disabled]

If the PEP Virtual Port entry does not already exist, the set pep-vp command creates
it and assigns the attributes specified. Upon creation, in the event that an attribute is
not explicitly specified, the entry is created with the default value for that attribute.

If the PEP Virtual Port entry already exists, then the set pep-vp command replaces
the attributes that are currently defined for the entry with those specified in the
command.

Note the following conditions for execution:

® The set pep-vp command is valid only for those bridge ports which are
S-component ports.

® The set pep-vp command fails if the port specified belongs to an
S-component and not a C-component.

® The set pep-vp command also fails if the S-VID specified is not yet defined
in the VLAN table.

Use the following command to display PEP Virtual Port entries:

show pep-vp [{<c-comp-id-list> | all}
[{2all | <bridge-port-list>}
[{all | <s-vid>}
[{info | cpvid | prio | admit | filter}]]]].

Use the following command to delete PEP Virtual Port entries:

clear pep-vp {<c-comp-id-list> | all} {sl | all} {<vid-list>
| all}

Table 11-30 on page 212 lists and displays the PEP Virtual Port table attributes.
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6.5.2 S-VID Translation Table

The S-VID Translation table is used to maintain bi-directional mapping between a Local
S-VID (used in data and protocol frames transmitted and received through a CNP or
PNP) and a Relay S-VID (used by the filtering and forwarding process).

Each VID Translation Table definition contains Component, Port, Local S-VID values and
the Relay S-VID values for each specified S-VID. If no entry exists in this table for a
specified Component, Port and Local S-VID, then a substitute value is taken from the
Relay S-VID that is specified in a frame received on a Local S-VID Port.

All S-VID Translation table entries are permanent and are restored when the device is
reset.

Use the following command to create and modify S-VID Translation table entries:
set svid-xlat sl <ext-bridge-port-list> <vid> relay-svid <vid>

If the entry does not already exist, the set svid-xlat command creates it and assigns
the attributes specified. Upon creation, in the event that an attribute is not explicitly
specified, the entry is created with the default value for that attribute.

If the entry already exists, then the set svid-xlat command replaces the attributes
that are currently defined for the entry with those specified in the command.

Note the following conditions for execution of the set svid-xlat command:
® The command is valid only for bridge ports that are S-component ports.

® The set svid-xlat command fails if the port specified belongs to a C-
component and not a S-component.

® The set svid-xlat command also fails if the S-VID specified is not yet
defined in the VLAN table.

Use the following command to delete S-VID Translation table entries and clear their
associated statistics:

clear svid-xlat {sl | all} {<ext-bridge-port-list> | all} {<vid-
list> | all}

Use the following command to display S-VID Translation table entries:

show svid-xlat [{sl | all}
[{<ext-bridge-port-list> | all}
[{<vid-1list> | all}
[info]]]]

Table 11-31 on page 213 lists and displays the S-VID Translation table attributes.
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6.5.3 C-VLAN Registration Table

An element of the C-VID registration table is accessed by PB C-VLAN component,
Customer Edge Port bridge port number, and C-VID. Each element contains the
mapping between a C-VID and the S-VID which carries the service and Booleans for
handling untagged frames at the PEP and CEP.

Use the following command to create and modify C-VLAN Registration table entries:

set cvlan-reg <c-comp-id-list> <ext-bridge-port-list> <vid-list>
[svlan <vid>]
[untag-cep yes | no]
[untag-pep yes | no]

If the entry does not already exist, the set ecvlan-reg command creates it and assigns
the attributes specified. Upon creation, in the event that an attribute is not explicitly
specified, the entry is created with the default value for that attribute.

If the entry already exists, then the set ecvlan-reg command replaces the attributes
that are currently defined for the entry with those specified in the command.

Note the following conditions for execution of the set evlan-reg command:

® The set cvlan-reg command is valid only for bridge ports that are
external C-component ports: host, eth0, eth1 and eth2.

® The set cvlan-reg command fails if the port specified belongs to a
S-component and not a C-component.

® The set cvlan-reg command also fails if the C-VID specified is not yet
defined in the VLAN table.

Use the following command to display C-VLAN Registration table entries:

show cvlan-reg [{<c-comp-id-1list> | all}
[ {<ext-bridge-port-1list> | all}
[{<vid-1list> | all} [{info | svlan | untag-cep
| untag-pep}1111]

Use the following command to delete C-VLAN Registration table entries:

clear cvlan-reg {<c-comp-id-list> | all} {<ext-bridge-port-list>
| all} {<vid-list> | all}

Table 11-29 on page 211 lists and describes the C-VLAN Registration table attributes.
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6.5.4 VLAN-to-SNMP ifTable

Whenever a VLAN is associated with Component c1, an entry in the SNMP ifTable is
automatically created for that VLAN. When the VLAN is deleted, the corresponding
ifTable entry is also deleted.

6.5.5 SNMP ifTable Attributes

Table 11-32 on page 214 lists and describes the attributes in the SNMP ifTable.

6.5.6 Forwarding Data Base (FDB)

The Forwarding Data Base (FDB) enables access to general parameters of the FDB
Address table, which specifies configuration and control information for each Filtering
Database currently operating on the device. Entries in the FDB Address table appear
automatically when VLANSs are assigned FDB IDs in the VLAN Table (Table 11-28). For
more information about the FDB Address table, refer to FDB Address Table on page 75.

The system maintains 64 permanent instances of the FDB object.
Use the following command to create and modify FDB entries:

set fdb sl <fdb-id-list> [aging <aging-time>]
Use the following command to display FDB entries:

show fdb [s1
[<fdb-id-1list>
[{aging | full-table-counter | num-of-dynamic}]]]

Table 11-33 on page 216 lists and describes the FDB attributes.

6.5.7 FDB Address Table

The FDB Address table contains information about unicast entries for which the device
has forwarding and/or filtering information. This information is used by the transparent
bridging function when determining how to propagate a received frame.

Entries in the FDB Address Table appear automatically when VLANs are assigned FDB IDs
in the VLAN Table (Table 11-28).

Use the following command to create and modify entries in the FDB Address table:
set fdb-table sl <fdb-id-list> <mac-addr> port <bridge-port>

If the FDB Address table entry does not already exist, the set f£db-table command
creates it and assigns the attributes specified. Upon creation, in the event that an
attribute is not explicitly specified, the entry is created with the default value for that
attribute.

If the entry already exists, then the set f£db-table command replaces the attributes
that are currently defined for the entry with those specified in the command.
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Note that the set fdb-table command fails if its port already exists in the FDB with
self as the assigned status.

Use the following command to display FDB Address table entries:

show fdb-table
[{sl | all}
[{<fdb-id-1list> | all}
[ {<mac-addr> | all}
[{info | port | status}]]]

Use the following command to delete FDB Address table entries and clear their
associated statistics:

clear fdb-table {sl | all} {<fdb-id-list> | all} {<mac-addr>
| all}

Note that the delete fdb-table command fails if its port exists in the FDB with self
as the assigned status.

Table 11-34 on page 217 lists and describes the FDB Address table attributes.
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7.1

Performing Advanced Configuration

Configuring Quality-of-Service

Quality of Service (QoS) mechanisms enable service providers to offer different classes
of service for different types of traffic or customers. QoS mechanisms are especially
important in wireless links with adaptive capabilities, because changing link conditions
may require the system to drop some traffic according to a predetermined priority and
scheduling scheme.

EtherHaul has 8 priority queues per interface.

Queues are accessed by Strict Priority or Weighted Fair Queuing (WFQ) and Shaper
mechanisms. QoS functions:

e Classifier (COS & EVC)

e Metering (CIR/EIR/CBS/EBS)

e Ingress QOS Marking (Green/Yellow/Red)

e Scheduler (Strict Priority/WFQ/ SP+Shaper /WFQ+Shaper )

7.1.1 QoS Classification

The EtherHaul 1200 QoS Engine classifies the incoming packets by port, VID, PCP, and/or
DSCP (as defined by the IEEE 802.1 Q/p and RFC-2475 standards), or alternatively MPLS
EXP bit and maps them onto {EVC, CoS} pairs.

The classification fields of VID, PCP and DSCP/MPLS-Exp represent the CoS that
determine the egress queue.

Classification based on EVC forwards the packets through the meter and marker.

7.1.1.1 Classifier-Cos Settings

Use the following command to configure classifier-cos:

set classifier-cos <classifier-id: 1..248> [interface <host|ethO|
ethl|eth2>] [precedence <1..8>] [vid < list 0..4094>] [pcp < list
0..7>] [ip-cos <{{dscp-cos | mpls-exp} <list of 0..7>}|dont-care>]
[cos <0..7>]

Classifier-Cos settings example for management priority (for traffic from ports: Host,

Eth2):

set classifier-cos 1 interface host precedence 1 vid 0-4094 pcp O-

7 ip-cos dont-care cos 7
set classifier-cos 2 interface eth2 precedence 1 vid 0-4094 pcp O-
7 ip-cos dont-care cos 7
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Classifier-Cos settings example for priority based on PCP (pBits) with management

priority (for traffic from ports: Host, Eth2):

# classifier-cos configuring

set classifier-cos 1 interface host precedence vid 0-4094 pcp O-
7 ip-cos dont-care cos 7

set classifier-cos 2 interface eth2 precedence vid 0-4094 pcp 0-
7 ip-cos dont-care cos 7

set classifier-cos 3 interface ethO precedence vid 0-4094 pcp 7
ip-cos dont-care cos 7

set classifier-cos 4 interface eth0 precedence vid 0-4094 pcp 6
ip-cos dont-care cos 6

set classifier-cos 5 interface eth0 precedence vid 0-4094 pcp 5
ip-cos dont-care cos 5

set classifier-cos 6 interface ethO precedence vid 0-4094 pcp 4
ip-cos dont-care cos 4

set classifier-cos 7 interface eth0 precedence vid 0-4094 pcp 3
ip-cos dont-care cos 3

set classifier-cos 8 interface eth0 precedence vid 0-4094 pcp 2
ip-cos dont-care cos 2

set classifier-cos 9 interface eth0 precedence 1 vid 0-4094 pcp 1

ip-cos dont-care cos 1
set classifier-cos 10 interface eth0 precedence 1 vid 0-4094 pcp O
ip-cos dont-care cos 0

set classifier-cos 11 interface ethl precedence 1 vid 0-4094

pcp 7
ip-cos dont-care cos 7

set classifier-cos 12 interface ethl precedence 1 vid 0-4094

pcp 6
ip-cos dont-care cos 6

set classifier-cos 13 interface ethl precedence 1 vid 0-4094

pPcp S
ip-cos dont-care cos 5

set classifier-cos 14 interface ethl precedence 1 vid 0-4094

pcp 4
ip-cos dont-care cos 4

set classifier-cos 15 interface ethl precedence 1 vid 0-4094

pcp 3
ip-cos dont-care cos 3

set classifier-cos 16 interface ethl precedence 1 vid 0-4094

pcp 2
ip-cos dont-care cos 2

set classifier-cos 17 interface ethl precedence 1 vid 0-4094

pcp 1
ip-cos dont-care cos 1

set classifier-cos 18 interface ethl precedence 1 vid 0-4094

pcp 0
ip-cos dont-care cos 0
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7.1.2

Classifier-EVC Settings
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Use the following command to configure classifier-evc:

set classifier-evc <classifier-id:

ethl|eth2>]
0..7>]
[eve <1..31>]

[ip-cos <{{dscp-cos |

[pPrecedence <1..8>]

..248>

Classifier-EVC settings for priority based on PCP (pBits) on EthO and Eth1:

# classifier-evec configuring

set classifier-evc 1
ip-cos dont-care evc
set classifier-evc 2
ip-cos dont-care evc
set classifier-evc 3
ip-cos dont-care evc
set classifier-evc 4
ip-cos dont-care evc
set classifier-evc 5
ip-cos dont-care evc
set classifier-evc 6
ip-cos dont-care evc
set classifier-evc 7
ip-cos dont-care evc
set classifier-evc 8
ip-cos dont-care evc

interface
1
interface
2
interface
3
interface
4
interface
5
interface
6
interface
7
interface
8

ethO

ethO

ethO

ethO

ethO

ethO

ethO

ethO

Metering and Coloring

7121

Configuring Meter

precedence

precedence

precedence

precedence

precedence

precedence

precedence

precedence

vid 0-4094

vid 0-4094

vid 0-4094
vid 0-4094
vid 0-4094
vid 0-4094
vid 0-4094

vid 0-4094

pcp

pcp

pcp

pcp

pcp

pcp

pcp

pcp

[interface <host|ethO]
[vid < list 0..4094>]
mpls-exp} <list of 0..7>}|dont-care>]

[pcp < list

This is an optional mechanism (only for use in cases in which classifier-evc is configured)

to control and limit the traffic (committed rate and peak rate).

If a meter was defined for the classifier, the packet is internally colored (Green or
Yellow) or dropped (Red) based on the following:

e CIR -Committed Information Rate [Mbps]. Represents the amount of credit the
meter should receive each time interval.
e EIR — Excess Information Rate [Mbps]. Exceeding limitations of credits for each

time interval.

e (CBS - Committed Burst Size [bytes].
e EBS - Excess Burst Size [bytes].

Color-aware mode is supported for ingress S-VLAN packets only (based on MEF

definitions).
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Use the following command to configure a meter:

set meter <meter-id: 1..248> [cir <0..1000>] [cbs <1522..50000>]
[eir <0..1000>] [ebs <1522..100000>] [color-mode < aware|blind>]

The following is an example of configuring a meter with 5Mbps CIR and 15Mbps EIR:

# meter configuring
set meter 1 cir 5 cbs 9600 eir 15 ebs 100000 color-mode blind

7.1.2.2 Binding Classifier and Meter

Use the following command to bind specific configured classifier-evc to CoS (queue) and
Meter:

set ingress-qos <evc-id:1..31> <cos-id:0..7> [meter <id: 0..248>]
[marking <enable|disable>]

The following is an example of binding the meter (configured above) to an evc and cos:

# ingress-qgos configuring
set ingress-qos 5 5 meter 1 marking enable

7.1.3 QoS Scheduling

The EtherHaul 1200 QoS mechanism operates according to the following scheduling
mechanisms:

® Strict Priority - Lower priority packets are served only if all higher priority
gueues are empty.

® Weighted Fair Queuing (WFQ) — Weights can be assigned to the radio
gueues, assuring fairness between the queues.

® Shaper — Sets the CIR (Committed Information Rate, i.e., the maximum rate)
of the queues, with Strict Priority or WFQ

The default scheduling mode is Strict Priority.

When configuring the egress-cos, color-drop blind or aware can be configured.

7.1.3.1 Weighted Fair Queue (WFQ)

Weighted Fair Queuing (WFQ) can be used to provide different rates to different flows
while maintaining fairness in order to avoid starvation. WFQ is a data packet scheduling
technique that provides different scheduling priorities to statistically multiplexed data
flows.

If the link data rate is R, weights of N data flows are W1,W2,...,Wn, the i’th data flow will
achieve an average data rate of:

R*Wi / (W1+W2+..+Wn)
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WFQ explicitly considers data queue, and by regulating the weights dynamically, WFQ
can be utilized to control the QoS.

WFQ can only be configured for ETHO queues 1 through 5. The highest queues, 6 and 7,
are Strict Priority queues, and the lowest queue (0) is best effort.

Table 7-1 provides an example of WFQ.
Table 7-1 Weighted Fair Queue Example

Radio Rate 320 Mbps
# Queue Weight Expected Rate

Stream rate = 60 SP CoS7 NA 60
Stream rate = 60 SP CoS 6 NA 60
Stream rate = 60 WFQ CoS 5 8 76.2
Stream rate = 60 WEFQ CoS 4 6 57.1
Stream rate = 60 WEFQ CoS 3 4 38.1
Stream rate = 60 WEFQ CoS 2 2 19.0
Stream rate = 60 WFQ CoS 1 1 9.5
Stream rate = 60 BE CoS 0 0 0
Total = 480

In this example, the introduced load exceeds the radio link rate (480>320 Mbps). The
two highest queues (Strict Priority 6 and 7) take precedence over WFQ queues. The
remaining bandwidth (320-60-60=200 Mbps) is split among the weighted queues (1 - 5).

The lowest queue (Best Effort 0) gets no bandwidth.
The following is an example of WFQ configuration:

# Scheduler mode configuration
set scheduler mode wfqg
# egress-qos configuring

set egress-qos eth0 1 color-drop blind weight 1 cir O
set egress-qos eth0 2 color-drop blind weight 2 cir 0
set egress-qos eth0 3 color-drop blind weight 4 cir 0
set egress-qos ethO 4 color-drop blind weight 6 cir O
set egress-qos eth0 5 color-drop blind weight 8 cir 0
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7.1.3.2 Shaper
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Shaper is used to control traffic flows in order to optimize or guarantee performance
and improve latency by limiting the maximum bandwidth of certain flows to maintain

fairness and to assure SLA.

You must set the Committed Information Rate to a value between 1-1000 Mbps.

Table 7-2 provides an example of Shaper.

Table 7-2 Shaper Example

Radio Rate 320 Mbps
# Queue CIR Expected Rate
Stream rate = 60 SP CoS 7 NA 60
Stream rate = 60 SP CoS 6 NA 60
Stream rate = 60 CIR CoS 5 50 50
Stream rate = 45 CIR CoS 4 40 40
Stream rate = 15 CIR CoS 3 10 10
Stream rate = 20 CIR CoS 2 20 20
Stream rate = 40 CIR CoS 1 30 30
Stream rate = 70 BE CoS 0 0 50
Total = 370 320

The following is an example of Shaper (Strict Priority) configuration.

# scheduler configuring
set scheduler mode priority-shaper

# egress-qos configuring

set egress-qos eth0O 1 color-drop blind weight 1 cir
set egress-qos eth0O 2 color-drop blind weight 2 cir
set egress-qos eth0 3 color-drop blind weight 4 cir
set egress-qos eth0O 4 color-drop blind weight 6 cir
set egress-qos eth0 5 color-drop blind weight 8 cir

7.1.3.3 Egress Queues

10
20
30
40
50

There are eight egress queues, one queue per CoS. Eight queues on the interfaces (EthO,

Eth1, and Eth2) are served by four queues on the radio (RF).
WFQ and Shaper can only be configured for queues 1 through 5.
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7.2 Configuring CFM (Connectivity Fault Management)

This section explains how to configure CFM, and includes the following topics:
® CFM Overview
® Working with Maintenance Domains
® Working with Maintenance Associations
® Working with Component Maintenance Associations
® Working with Maintenance End Points
® Working with CCM Messages
® Working with Peer MEPs
® Working with the Peer MEP Database
® Working with Linktrace Messages

® Sample CFM Configuration

Note: CFM CLI commands are available only when the EtherHaul Provider Bridge feature is

ii enabled.

7.2.1 CFM Overview

Connectivity Fault Management (CFM) is an Ethernet layer operation, administration,
and management (OAM) protocol designed to monitor and troubleshoot networks. CFM
enables you to detect, verify, and isolate connectivity failures in virtual bridged local
area networks.

A Maintenance Domain (MD) is a part of a network that is controlled by a single
operator and used to support the connectivity between service access points. There are
eight hierarchical Maintenance Domain Levels (MD Level). Each CFM layer supports
OAM capabilities independently, with the customer at the highest level, the provider in
the middle, and the operator at the lowest level.

CFM is designed to be transparent to the customer data transported by the network and
to provide maximum fault coverage. These capabilities are used in networks operated
by multiple independent organizations, each with restricted management access to each
other’s equipment.

CFM entities support an individual service instance as Maintenance Association End
Points (MEPs) are configured to create a Maintenance Association (MA). The MA
monitors connectivity provided by that instance through the Maintenance Domain.
Maintenance Association Intermediate Points (MIPs) are the intermediate pointsin a
specific MA or MD.
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The major features of CFM are fault detection, path discovery, fault verification, fault
isolation, and fault recovery.

7.21.1 Fault Detection

A Continuity Check protocol detects both connectivity failures and unintended
connectivity between service instances (heartbeat). Each MEP can periodically transmit
a multicast Connectivity Check Message (CCM) announcing the identity of the MEP and
its MA, and tracks the CCMs received from the other MEPs.

7.2.1.2 Path Discovery

The path is determined by the linktrace (L2 Trace Route). Linktrace messages (LTM) are
multicast from the originating MEP to the target MAC (MIP or MEP)/MEP ID. Linktrace
replies (LTR) are unicast from the target (or MIPs on route) to the originating MEP.

7.2.1.3 Fault Verification and Isolation

A Loopback protocol performs fault verification, typically after fault detection. An MEP
can be ordered to transmit a unicast Loopback Message (LBM) to an MEP or MIP in the
MA. The receiving MP responds by transforming the LBM into a unicast Loopback Reply
(LBR) sent back to the originating MEP.

7.2.1.4 Fault Notification and Recovery

When an MEP detects a connectivity fault in its in its MA (CCM is not received or an
invalid CCM is received), it sends an SNMP trap and enters a log entry. The network
administrator responds to a fault notification to categorizing, isolating, and resolving
the connectivity fault. For information on troubleshooting procedures, refer to
EtherHaul Diagnostics on page 140.

7.2.2 Working with Maintenance Domains

A Maintenance Domain (MD) is a part of a network that is controlled by a single
operator and used to support the connectivity between service access points. Each of
the eight hierarchical Maintenance Domain Levels (MD Level) supports OAM capabilities
independently.

Use the following command to set an MD. Note that the name attribute must be unique
in the system.

set cfm-md <md-idx> [format <md-name-format>] [name <md-name>]
[level <md level>] [mhf-creation <mhf creation>] [mhfid-permission
<mhf permission>]

For example, the following command sets the customer domain at level 2.

set cfm-md 2 name string Customer level 2
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Use the following command to display a particular MD or all MDs.

show cfm-md {<md-idx-1list> | all} {format | name | level | mhf-

creation | mhfid-permission | info}

Use the following command to clear a particular MD or all MDs:
clear cfm-md {<md-idx-list> | all}

For example, the following command clears all the MDs in the system.
clear cfm-md all

Table 11-9 on page 183 lists and describes the MD attributes.

7.2.3 Working with Maintenance Associations

A Maintenance Association (MA) is used to monitor connectivity in relation to a specific
service instance. All CFM entities that support that service instance are configured as
MEPs, with the same Maintenance Association Identifier (MAID) and MD Level.

Use the following command to set an MA. Note that the ma-name attribute is
mandatory, and must be unique in the system.

set cfm-ma <md-idx> <ma-idx> [format <ma-name-format>] [name <ma-
name>] [interval <ccm-interval>]

Use the following command to display a particular MA or all MAs:

show cfm-ma {<md-idx-list> | all} {<ma-idx-list> | all} {name |
component | interval | info}

Use the following command to clear a particular MA or all MAs:
clear cfm-ma {<md-idx-list> | all} {<ma-idx-1list> | all}

Table 11-10 on page 184 lists and describes the MA attributes.

7.2.4 Working with Component Maintenance Associations

Use the following command to set a Component MA:

set cfm-ma-comp <comp-id> <md-idx> <ma-idx> [vlan <vid>] [mhf-
creation <mhf-creation>] [mhfid-permission <mhf-permission>]

Use the following command to display a particular Component MA or all Component
MAs:

show cfm-ma-comp {<comp-id-list | all} {<md-idx-list> | all} {<ma-
idx-1ist> | all} {vlan | mhf-creation | mhfid-permission | info}

Use the following command to clear a particular Component MA or all Component MAs:

clear cfm-ma-comp {<comp-id-list | all} {<md-idx-list> | all}
{<ma-idx-list> | all}
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Table 11-11 on page 184 lists and describes the Component MA attributes.

7.2.5 Working with Maintenance End Points (MEPS)

A Maintenance End Point (MEP) is a point, on the perimeter of a domain, which sends
and receives CFM frames through the domain.

Use the following command to set an MEP:

set cfm-mep <md-idx> <ma-idx> <mepid> [interface <ext-bridge-port-
list>] [dir {down | up}] [vlan {1..4094}] [admin-state {active |
inactive}] [cci {enabled | disabled}] [msg-prio {0..7}] [low-
defect <low-defect>] [alarm-time {250..1000}] [reset-time
{250..1000}] [lbm-dst-type {mac | mepid}] [lbm-dst-mac <mac addr>]
[1bm-dst-mepid <mepid>] [lbm-tx-num {1..1024}] [lbm-tx-data <hex
string>] [lbm-tx-prio {0..7}] [lbm-tx-drop {enable | disable}]
[1tm-dst-type {mac | mepid}] [ltm-dst-mac <mac addr>] [ltm-dst-
mepid <mepid>] [ltm-tx-ttl {0..250}] }] [1bm-tx-status {tx-
pending | tx-idle}] [ltm-tx-status {(tx-pending | tx-idle}]

Use the following command to display a particular MEP or all MEPs:

show cfm-mep [{<md-idx-list> | all} [{<ma-idx-list> | all}
[{<mepid-list> | all}]]] {interface | dir | vlan | admin-state |
cci | msg-prio | low-defect | alarm-time | reset-time | lbm-dst-
mac | lbm-dst-mepid | lbm-dst-type | I1bm-tx-num | lbm-tx-data |
1lbm-tx-prio | I1bm-tx-drop | ltm-dst-mac | ltm-dst-mepid | ltm-
dst-type | ltm-tx-ttl | lbm-tx-status | ltm-tx-status | fng-state
| mac | high-defect | defects | ccm-seq-errors | ccm-tx | lbm-tx-
result | lbm-tx-sn | lbm-next-sn | lbr-in-order | lbr-out-of-order
| 1br-tx | ltm-next-sn | ltr-unexpected | ltm-tx-result | 1ltm-tx-
sn | last-error-ccm | last-xcon-ccm | info}

Use the following command to clear a particular MEP or all MEPs:

clear cfm-mep {<md-idx-list> | all} {<ma-idx-list> | all} {<mepid-
list> | all}

MEP commands include both configurable and read-only attributes.

Table 11-12 on page 186 lists and describes the configurable MEP attributes. Table
11-13 on page 190 lists and describes the read-only MEP attributes. You can display
these attributes using the show cfm-mep command.
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7.2.6  Working with CCM Messages

An MEP can periodically transmit a multicast Connectivity Check Message (CCM)
announcing the identity of the MEP and its MA. The MEP also tracks CCMs received
from the other MEPs.

The following information is displayed per CCM message stored:
® Eth Source Address
® VLAN Priority (PCP)

® Drop Eligibility

® VLANID
® MD Level
® \Version
e RDI

® (CCM Interval

® Sequence Number

® Counters: TxFCf, RxFCb, TxFCb

® |f present:

® Sender Chassis Subtype and ID

® Management Address Domain

® Management Address

® Port Status -- {blocked | up} (according to IEEE 802.1ag Table 21-10

® |nterface Status -- {up | down | testing | unknown | dormant | not-present
| lower-layer-down} according to IEEE 802.1ag Table 21-1

® Other TLVs: Type, Data as hexadecimal string

To display this information, use the following commands:

show cfm-ccm [{<md-idx-1list> | all} [{<ma-idx-list> | all}
[{<mepid-1list> | all}]]] last-error-ccm
and

show cfm-ccm [{<md-idx-1list> | all} [{<ma-idx-list> | all}
[{<mepid-1list> | all}]]] last-xcon-ccm

Table 11-14 on page 191 lists and describes the CCM message attributes.
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7.2.7 Working with Peer MEPs

MEPs connected by the EtherHaul Provider Bridge feature are known as Peer MEPs.
Peer MEPs can be used to measure CCM delay and changes in that delay.

Use the following command to create a Peer MEP entry. This command causes
automatic creation of entries in the Peer MEP DB for all MEPIDs that have entries in
MEP table and this Peer MEP ID.

set cfm-peer-mep-create <md-idx-list> <ma-idx-list> <peer-mepid-
list>

Use the following command to display Peer MEP information:

show cfm-peer-mep-create [{<md-idx-1list> | all} [{<ma-idx-list> |
all} [{<peer-mepid-list> | all}}]]

Use the following command to delete a Peer MEP entry. This command causes
automatic deletion of entries in the Peer MEP DB for all MEPIDs that have entries in
MEP Table and this Peer MEP ID.

clear cfm-peer-mep-create {<md-idx-1list> | all} {<ma-idx-list> |
all} {<peer-mepid-list> | all}

Table 11-15 on page 192 lists and describes the Peer MEP attributes.

7.2.8 Working with the Peer MEP Database

The Peer MEP Database (MEP DB) contains the records of delays and changes in delays
reported by Peer MEPs.

Use the following command to display Peer MEP DB information. The information
displayed is only for Peer MEPs which have been reported. For those that do not report,
this command will display the message “unreachable”.

show cfm-peer-mep-db [{<md-idx-list> | all} [{<ma-idx-list> | all}
[{<mepid-list> | all} [{<peer-mepid-list> | all}}]]]

Table 11-16 on page 192 lists and describes the Peer MEP DB attributes.

7.2.9 Working with Linktrace Messages

Linktrace messages are multicast from an originating MEP to a target MAC (MIP or
MEP)/MEP ID, to verify the path between the two. Linktrace Reply messages (LTRs) are
unicast from the target (or MIPs on route) to the originating MEP. Receipt of an LTR
verifies the path.

Arriving LTRs are stored on a per-MEP basis in the LTR database, as shown in Figure 7-1.
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Figure 7-1. Per-MEP LTR Storage Structure
LTRs are stored in ascending sequence number order and LTRs with the same sequence
number (i.e., replies to the same LTM) are grouped together.

Since storage is limited, arrival of a new message results in discarding older messages.
Entire groups that use the same sequence number are discarded.

Use the following command to display LTR database information:

show cfm ltr-db [{<md-idx-list> | all} [{<ma-idx-list> | all}
[{<mepid-list> | all} [{SN-list | all}]]]]

SN stands for the Sequence Number of the LTR message stored. This does not refer to
the real sequence number stored in the LTR header, but rather, to the relative SN which
is equal to Real SN modulo Maximum Allowed Number of SNs.

For example, if the maximum allowed number of stored LTRs (with different SNs) is 20,
then the Real SN = 807 is translated into the Relative SN = 7.

It is possible to specify more than one SN in the command by designating indexed
objects. For more information, refer to Designating Indexed Objects on page 159.

Table 11-17 on page 195 lists and describes the LTR attributes.

7.2.10 Sample CFM Configuration
This section provides a sample CFM configuration script.

Configuring the Local ODU

The first step in configuring CFM parameters is to enable the OAM license, which is part
of the L2 Networking license. Without an enabled OAM license, the necessary CFM
commands are not available.

set license oam enable
The next step in this configuration is to configure an MD at level 0:
set cfm-md 1 name string Link level 0

The following command creates an MA.
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set cfm-ma 1 1 name string Link interval 300hz

The following command creates a Component MA and assigns VLAN 200 as its Service
Selector.

set cfm-ma-comp c2 1 1 vlan 200

The following command creates a Maintenance End Point (MEP).

set cfm-mep 1 1 1 interface eth0 dir down cci enabled
The following command creates a Peer MEP.

set cfm-peer-mep-create 1 1 2

The following command creates an MD at level 2.

set cfm-md 2 name string Customer level 2

The following command creates an MA.

set cfm-ma 2 2 name string Customer interval 1s

The following command creates a Component MA and assigns VLAN 200 as its Service
Selector.

set cfm-ma-comp c3 2 2 vlan 200

The following command creates a Maintenance End Point (MEP).

set cfm-mep 2 2 1 interface ethl dir up cci enabled
The following command creates a Peer MEP.

set cfm-peer-mep-create 2 2 2

The following command sets the MIP to the lower level.

set cfm-ma-comp c3 2 2 vlan 200 mhf-creation explicit

To create MIPs on the radio potr (lower level), you must create the Component MA on
C3 (Up MEP). If the C3 Component MA is not created on C3, the CFM packets will not
enter and pass the through the MIP.

The MHF-Creation value, which determines whether MIPs are created, can be on one of
two settings:

® Default — Creates MIPs on all ports.

® Explicit — Creates MIPS only on ports that have MEPs on their lower level.

Configuring the Remote ODU

The first step in configuring CFM parameters is to enable the OAM license. Without an
enabled OAM license, the necessary CFM commands are not available.

set license oam enable
The next step in this configuration is to configure an MD at level 0:

set cfm-md 1 name string Link level 0
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The following command creates an MA.
set cfm-ma 1 1 name string Link interval 300hz

The following command creates a Component MA and assigns VLAN 200 as its Service
Selector.

set cfm-ma-comp c2 1 1 vlan 200

The following command creates a Maintenance End Point (MEP).

set cfm-mep 1 1 2 interface eth0 dir down cci enabled
The following command creates a Peer MEP.

set cfm-peer-mep-create 1 1 1

The following command creates an MD at level 2.

set cfm-md 2 name string Customer level 2

The following command creates an MA.

set cfm-ma 2 2 name string Customer interval 1s

The following command creates a Component MA and assigns VLAN 200 as its Service
Selector.

set cfm-ma-comp c3 2 2 vlan 200

The following command creates a Maintenance End Point (MEP).
set cfm-mep 2 2 2 interface ethl dir up cci enabled
The following command creates a Peer MEP.

set cfm-peer-mep-create 2 2 1

The following command sets the MIP to the lower level.

set cfm-ma-comp c3 2 2 vlan 200 mhf-creation explicit

Checking the CCM Status

show cfm-peer-mep

cfm-peer-mep 1 1 1 2 state : ok

<---ok or failed

cfm-peer-mep 1 1 1 2 failed-ok-time : 0000:02:22:05
cfm-peer-mep 1 1 1 2 mac : 00:24:24:00:01:e1
cfm-peer-mep 1 1 1 2 rdi : off
cfm-peer-mep 1 1 1 2 port-status : unknown
cfm-peer-mep 1 1 1 2 if-status : unknown
cfm-peer-mep 1 1 1 2 chassis-id-subtype : unknown
cfm-peer-mep 1 1 1 2 mng-addr-domain : unknown
cfm-peer-mep 2 2 1 2 state : ok
cfm-peer-mep 2 2 1 2 failed-ok-time : 0000:02:22:05
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cfm-peer-mep
cfm-peer-mep
cfm-peer-mep
cfm-peer-mep
cfm-peer-mep
cfm-peer-mep

Configure the Loopback on the Local ODU

NNNMNDNDN
NNNMNDNDN
H R R R R R
N NNMNNNDN

mac
rdi

if-status

port-status

mng-addr-domain

chassis-id-subtype
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00:24:24:00:01:e2

off

unknown
unknown
unknown
unknown

The following set of commands sets up the Loopback on the local ODU. You must set the
destination type (mepid or mac) and the destination MEP ID, determine the number of
loopback packets to transmit, and enable the Loopback for transmit.

Enter the following commands on the link level:

set
set
set
set

cfm-mep 1 1 1
cfm-mep 1 1 1
cfm-mep 1 1 1
cfm-mep 1 1 1

lbm-dst-type mepid
lbm-dst-mepid 2
1bm-tx-num 10
lbm-tx-status tx-pending

Enter the following commands on the customer level:

set
set
set
set

cfm-mep 2 2 1 lbm-dst-type mepid
cfm-mep 2 2 1 lbm-dst-mepid 2
cfm-mep 2 2 1 lbm-tx-num 10

cfm-mep 2 2 1 lbm-tx-status tx-pending

To view the loopback reply, you must first verify the number for 1br-in-order. You

can then transmit the loopback packets, using the following command:

set cfm-mep 1 1 1 lbm-tx-status tx-pending

Re-check the number for 1br-in-order to verify that all packets were received.

show cfm-mep
cfm-mep 1 1

cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep

H R R RBRRRBRRRRRRBERRBRRBR
H R R RBRRRBRRRRRRBERRBRRBR

cfm-mep

H R R R HRBRRBRRHRRBRRRBRRBR

interface

dir

vlan
admin-state
cci

msg-prio
low-defect
alarm-time
reset-time
lbm-dst-mac
lbm-dst-mepid
lbm-dst-type
lbm-tx-num
lbm-tx-data-len
lbm-tx-prio
lbm-tx-drop

ethO
down
none
active
enabled
0

250
1000

. mac-rem-err—-xcon

00:00:00:00:00:00

2

: mepid

10

0

0
enable
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cfm-mep

cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
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cfm-mep
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ltm-dst-mac
ltm-dst-mepid
ltm-dst-type
ltm-tx-ttl
lbm-tx-status
ltm-tx-status
fng-state

mac
high-defect
defects

ccm-seq—-errors

ccm-tx
lbm-tx-result
lbm-tx-sn
lbm-next-sn
lbr-in-order

lbr-out-of-order

lbr-tx
ltm-next-sn

ltr-unexpected

ltm-tx-result

ltm-tx-sn
1m
lm-interval
dm

dm-interval
ais-generate
ais-period
ais-level
ais-suppress
ais-defects

interface
dir

vlan
admin-state
cci

msg-prio
low-defect
alarm-time
reset-time
lbm-dst-mac
lbm-dst-mepid
lbm-dst-type
lbm-tx-num

lbm-tx-data-len

00:00:00:00:00:00
1

. mac

64

tx-idle

tx-idle

fngReset
00:24:24:00:07:59
none

0

656243
ok

19

20

20

0

0

0

0
unknown
0
disabled
10s
disabled
10s
disabled
1s

7
enabled
none

ethl

up

none
active
enabled
0

. mac-rem-err—-xcon

250

1000
00:00:00:00:00:00
2

: mepid

10
0
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cfm-mep 2 2 1 lbm-tx-prio : 0
cfm-mep 2 2 1 lbm-tx-drop : enable
cfm-mep 2 2 1 ltm-dst-mac : 00:00:00:00:00:00
cfm-mep 2 2 1 ltm-dst-mepid 1
cfm-mep 2 2 1 ltm-dst-type : mac
cfm-mep 2 2 1 ltm-tx-ttl : 64
cfm-mep 2 2 1 lbm-tx-status : tx-idle
cfm-mep 2 2 1 ltm-tx-status : tx-idle
cfm-mep 2 2 1 fng-state : fngReset
cfm-mep 2 2 1 mac : 00:24:24:00:07:5a
cfm-mep 2 2 1 high-defect : none
cfm-mep 2 2 1 defects

cfm-mep 2 2 1 ccm-seg-errors 2
cfm-mep 2 2 1 ccm-tx : 1948
cfm-mep 2 2 1 lbm-tx-result : ok
cfm-mep 2 2 1 lbm-tx-sn : 9
cfm-mep 2 2 1 lbm-next-sn : 10
cfm-mep 2 2 1 lbr-in-order : 10
cfm-mep 2 2 1 lbr-out-of-order : 0
cfm-mep 2 2 1 lbr-tx : 0
cfm-mep 2 2 1 ltm-next-sn : 0
cfm-mep 2 2 1 ltr-unexpected : 0
cfm-mep 2 2 1 ltm-tx-result : unknown
cfm-mep 2 2 1 ltm-tx-sn : 0
cfm-mep 2 2 1 1m : disabled
cfm-mep 2 2 1 1lm-interval : 10s
cfm-mep 2 2 1 dm : disabled
cfm-mep 2 2 1 dm-interval : 10s
cfm-mep 2 2 1 ais-generate : disabled
cfm-mep 2 2 1 ais-period : 1s
cfm-mep 2 2 1 ais-level Y
cfm-mep 2 2 1 ais-suppress : enabled
cfm-mep 2 2 1 ais-defects : none

Configuring the Link Trace

There are five indices. The first three are the MEP, the fourth is the index number of the
LTR packet (each LTR is one packet), and the fifth is the number of replies according to
their order of arrival. Where several elements answer, you must check the TTL to
identify the trace.

Enter the following on the link level:

set cfm-mep 1 1 1 ltm-dst-type mepid
set cfm-mep 1 1 1 ltm-dst-mepid 2
set cfm-mep 1 1 1 ltm-tx-status tx-pending
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show cfm-mep 1 1 1 1ltr

cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep

H R R RRPRRRRRRERRBRBRRBR
H R B RRPRRRRRRERRBRRBRRBR
H R R RBRRPRRRRRRERRBRRRBR
©O OO0 O0OO0OO0OO0OO0OOOOOoOOoO O

cfm-mep

O O O OO0 OO O oo o o oo

rx-ttl

ltr-forward
relay-action
chassis-id-subtype
mng-addr-domain
ingr-action
ingr-mac
ingr-port-id-subtype
egr-action

egr-mac
egr-port-id-subtype
trm-mep

last-egr-id
next-egr-id

Enter the following on the customer level:

set cfm-mep 2 2 1 ltm-dst-type mepid
set cfm-mep 2 2 1 ltm-dst-mepid 2

set cfm-mep 2 2 1 ltm-tx-status tx-pending

show cfm-mep 2 2 1 1ltr

cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep

N dDMDNDNMDMDMDMDDMDMDDNMDMDDMDDMNMDDMDDNDND
N NDMNDNDNMNDNMNDDNDMDDMNDDMNMDMDDMNMDDMDDMNDDNDNDND

cfm-mep

cfm-mep
cfm-mep
cfm-mep
cfm-mep
cfm-mep
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cfm-mep
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rx-ttl

ltr-forward
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mng-addr-domain
ingr-action
ingr-mac
ingr-port-id-subtype
egr-action

egr-mac
egr-port-id-subtype
trm-mep

last-egr-id
next-egr-id

rx-ttl

ltr-forward
relay-action
chassis-id-subtype
mng-addr-domain
ingr-action
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63

unknown

hit

unknown

unknown

ok
00:24:24:00:07:a9
unknown

none
00:00:00:00:00:00
unknown

unknown

00-00-00-24-a4-00-07-59
00-00-00-00-00-00-00-00

63

unknown

fdb

unknown

unknown

ok
00:24:a4:00:07:59
unknown

none
00:00:00:00:00:00
unknown

unknown

00-00-00-24-a4-00-07-5a
00-00-00-24-a4-00-07-59

62
unknown
fdb
unknown
unknown
ok
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ingr-mac
ingr-port-id-subtype
egr-action

egr-mac
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trm-mep

last-egr-id
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rx-ttl

ltr-forward
relay-action
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mng-addr-domain
ingr-action
ingr-mac
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egr-mac
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00:24:24:00:07:a9
unknown

none
00:00:00:00:00:00
unknown

unknown

00-00-00-24-a4-00-07-59
00-00-00-24-a4-00-07-aa

61

unknown

hit

unknown

unknown

ok
00:24:24:00:07:aa
unknown

none
00:00:00:00:00:00
unknown

unknown

00-00-00-24-a4-00-07-aa
00-00-00-00-00-00-00-00
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Configuring Link OAM

This section explains how to configure Link OAM.

Link OAM, as defined in IEEE802.3ah, is an Ethernet layer operation, administration, and
management (OAM) protocol designed to monitor and troubleshoot networks. Link
OAM enables you to detect, verify, and isolate connectivity failures in point-to-point
connections.

7.3.1 Enabling Link OAM

Link OAM can be enabled on one of the link interfaces (Eth1, Eth2) or the radio interface

EtherHaul 1200™

(EthO0).

To enable Link OAM:

set link-oam <eth-list:
disabled >]

Enabled |

eth2> [admin <value:

default>set link-oam eth0 admin enabled

To view Link OAM configuration and status:

default>show link-oam

link-oam eth0 admin enabled
link-oam eth0O status operational
link-oam eth0O0 mode active
link-oam eth0 pdu-size 1518
link-oam eth0 revision 0
link-oam ethO functions loopback
link-oam ethl admin disabled
link-oam ethl status disabled
link-ocam ethl mode active
link-ocam ethl pdu-size 1518
link-oam ethl revision 0
link-oam ethl functions loopback
link-ocam eth2 admin disabled
link-oam eth2 status disabled
link-ocam eth2 mode active
link-ocam eth2 pdu-size 1518
link-oam eth2 revision 0
link-oam eth2 functions loopback
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7.3.2 Link OAM Discovery

Once enabled, the Link OAM will perform discovery of the peer Ethernet port.
To view the discovered peer port (MAC address and other settings):

default>show link-oam-peer ethO

link-ocam-peer ethO mac-addr : 00:24:24:00:1f:b8
link-oam-peer ethO vendor-oui : 00-24-a4
link-oam-peer ethO vendor-info : 0

link-ocam-peer ethO mode : active
link-ocam-peer ethO pdu-size : 1518
link-ocam-peer ethO revision 2

link-ocam-peer ethO functions : loopback

7.3.3 Link OAM Loopback

Link OAM loopback is supported and can be enabled on the Ethernet port. Once
enabled, traffic received on the port will be looped back to the port initiated the remote
loopback.

To set Link OAM loopback:

set link-oam-loopback <eth-list: ethO|ethl|eth2> [status <value:
init|terminate>] [peer-request <value: ignore|process>]

To allow ports to enter loopback state (when receiving remote loopback initiation
command) the peer-request status should be set to process:

default>set link-oam-loopback eth0O peer-request process

To initiate loopback on remote port the loopback status should be set to init:

default>set link-oam-loopback ethO status init

To view loopback settings:

default >show link-oam-loopback ethO

link-oam-loopback ethO status : remote
link-ocam-loopback eth0 peer-request . process

The status will change to remote on the port that initiated the loopback (i.e., sent the
request for loopback) and local on the port performing the loopback.

Use reset loopback command to stop the loopback and return to status: none;

default >reset link-oam-loopback ethO
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default >show link-oam-loopback ethO
link-oam-loopback eth0O status : none
link-oam-loopback eth0O peer-request : process
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Configuring Synchronous Ethernet (SyncE)

7.4.1 SyncE Overview

The EtherHaul 1200 provides Synchronous Ethernet (SyncE) capabilities, receiving a
synchronized Ethernet link and providing a synchronized Ethernet link on the other end
of the wireless link within the required masks.

SyncE is a link-by-link distribution scheme that uses the Ethernet physical layer to
accurately distribute clock frequency. ITU-T standard G.8261 defines various aspects of
SyncE, such as the acceptable limits of jitter and wander as well as the minimum
requirements for synchronization of network elements.

With SynckE, the receive clock is extracted from the Ethernet Rx by the clock unit and
used for transmission on all interfaces, propagating the clock in the path. Every SyncE
Network Element contains an internal clock called the Ethernet Equipment Clock (EEC).
The EEC locks on the Rx clock and distributes it for transmission on all interfaces,
attenuating jitter and wander, and maintaining clock-in holdover. If the Rx clock fails,
the local unit switches to holdover and regenerates the clock accurately until the failure
is corrected.

EtherHaul 1200 ODU

I PRC ql 2 | Sync Module
GPS Cesium host

L L =

SyncE PRC gl 2

GrandMaster ETH1 PHY —x

DNU ql 15
Prcql ETHORF

PRC ql 2

ETH2 PHY

Figure 7-2 SyncE Functional Diagram

Synchronization messages are transported between the SyncE elements using Ethernet
Synchronization Message Channel (ESMC). ESMC is similar to SSM (Synchronization
Status Message), used in Sonnet/SDH systems. ESMC carries information about the
Quality Level (gl) and sync status of the source clock, enabling the EtherHaul 1200 to
determine which clock source of use-based on performance and the need to avoid
loops. Quality Level is based on the clock’s holdover performance.
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Quality Levels (gl) names:

EtherHaul 1200™

No. Name No. Name
0 ql-stu 8 ql-ssu-b

1 ql-prs 9 ql-inv9

2 gl-prc 10 gl-eec2

3 ql-inv3 11 ql-eecl

4 ql-ssu-a 12 ql-smc

5 ql-inv5 13 ql-st3e

6 ql-inv6 14 ql-prov

7 ql-st2 15 ql-dnu

7.4.2 SyncE Configuration

SyncE is a licensed feature that requires a license for operation. Before configuring
SyncE, verify that the SynckE license key is available and enable the license. Refer to
Upgrading the License Key on page 129.

You can set the reference clock (ref-clock) per interface (host|ethO|ethl|eth2) using
the following command:

set ref-clock <clk-if> [prio 1..255]

The prio attribute determines the priority of the reference clock source in the event
that there is an equal gl among the interfaces. The priority can be any value from 1 to
255, where 1 is the highest priority. One entry, for host, is always present and cannot be
deleted. This entry has the fixed priority 255 (the lowest priority). You cannot configure
more than one interface with the same priority. If you configure EthO, you must give it
the highest priority.

For example:
set ref-clock eth2 5
To clear the reference clock settings, use the following command:

clear ref-clock {<clk-if-1list> | all}
For example:clear ref-clock eth2

To display the reference clock settings, use the following command:
show ref-clock [{<clk-if-list> | all} [{info | prio}]]
For example:

Default>show ref-clock

ref-clock host prio : 255
ref-clock host status : active
ref-clock host gl-actual : 11
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GPS

'

ref-clock host gl-config : 11
ref-clock host gl-mode : disable
ref-clock host ssm-cvid : none
where:

® status — active | backup 1/2/3 | down

® ql-actual — The current gl of the active interface.

® gl-config — 0 to 15. Sets the gl of the interface.

® ¢l mode — Can be Enabled (enable) or Disabled (disable).

® ssm-cvid — the C-VLAN ssm messages are sent over (default untagged)

When gl-mode is disabled, ESMC messages are ignored and the status is determined by
the set gl-config attribute.

7.4.3 Typical SyncE Scenario

Figure 7-3 illustrates a typical SyncE Scenario in which:

® The local EtherHaul 1200 receives timing information on Eth1 from PRC
(gl 2), and distributes it to all interfaces.

® The remote EtherHaul 1200 receives timing information and is locked on
PRC, via EthO (RF).

® DNU (Do Not use, gl 15) is returned to the source in order to prevent timing

loops.
EtherHaul 1200 - Local EtherHaul 1200 - Remote

|_ PRC qI 2 | Sync Module PRC ql 2 | Sync Module

Cesium host —_—

l ql 11 ql 1

SyncE PRC ql 2
GrandMaster 5| | EmHIPHY — ETH1 PHY
DNU gl 16 PRC ql 2
ercois| ETHORF
ETH2 PHY ETHO RF PRCAIZ | ETH2 PHY
PRC gl 2 DNU ql 16

Figure 7-3 Typical SyncE Scenario

The configuration for this scenario is:

Local EtherHaul 1200

Default>show ref-clock

ref-clock host prio : 255
ref-clock host status : backup-1
ref-clock host gl-actual : 11
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ref-clock host gl-config
ref-clock host gl-mode
ref-clock host ssm-cvid
ref-clock ethl prio
ref-clock ethl status
ref-clock ethl gl-actual
ref-clock ethl gl-config
ref-clock ethl gl-mode
ref-clock ethl ssm-cvid

Remote EtherHaul 1200

Default>show ref-clock
ref-clock host prio
ref-clock host status
ref-clock host gl-actual
ref-clock host gl-config
ref-clock host gl-mode
ref-clock host ssm-cvid
ref-clock ethO prio
ref-clock eth0 status
ref-clock eth0O gl-actual
ref-clock eth0O gl-config
ref-clock eth0 gl-mode
ref-clock eth0O ssm-cvid

EtherHaul 1200™

11
disable
none
200
active
2

2
disable
none

255

: backup-1

11

11
disable
none
100
active
2

14
enable
none

Figure 7-4 illustrates a SyncE scenario in which there is a holdover situation due to radio

failure:

® The local EtherHaul 1200 receives timing information on Eth 1 from PRC

(gl 2), and distributes it to all interfaces.

® There is no input on the remote EtherHaul 1200 because the radio link is

down.

® The remote EtherHaul 1200 switches to holdover mode, maintaining the PRC
it received previously and distributing it with its own gl (gl 11).
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EtherHaul 1200 - Local

EtherHaul 1200™

EtherHaul 1200 - Remote

GPS Cesium

v

GrandMaster

SyncE PRC ql 2

Sync Module
host
ql 11

PRC ql 2

ETH1 PHY

DNU g1 15

PRC ql 2

ETHO RF

ETH2 PHY

PRC ql 2

Down

Sync Module

host
qn"

ETHO RF

PRC
(holdover)
ql 11

ETH1 PHY

PRC

PRC (holdover)
(

ETH2 PHY

ql 11

)

ql 11

Figure 7-4 Typical SyncE Scenario — Holdover Due to Radio Failure

The configuration for this scenario is:

Local EtherHaul 1200

Default>show ref-clock

host
host
host
host
host
host

ref-clock
ref-clock
ref-clock
ref-clock
ref-clock
ref-clock

ethl
ethl
ethl
ethl
ethl
ethl

ref-clock
ref-clock
ref-clock
ref-clock
ref-clock
ref-clock

Remote EtherHaul

prio
status
gql-actual
ql-config
ql-mode
ssm-cvid

prio
status
gql-actual
ql-config
ql-mode
ssm-cvid

1200

Default>show ref-clock

host
host
host
host
host
host

ref-clock
ref-clock
ref-clock
ref-clock
ref-clock
ref-clock

etho0
etho0
etho0
etho0
eth0
ethO

ref-clock
ref-clock
ref-clock
ref-clock
ref-clock
ref-clock
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prio
status
gl-actual
gl-config
gl-mode
ssm-cvid

prio
status
gl-actual
gl-config
gql-mode
ssm-cvid

255

: backup-1

11

11
disable
none

200
active
2

2
disable
none

255
active
11

11
disable
none

100
down
15

14
enable
none
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EtherHaul 1200™

Figure 7-5 illustrates a SyncE scenario in which there is a holdover situation due to line

failure:

® Because of the line failure, the local EtherHaul 1200 does not receive timing
information from PRC. The local EtherHaul therefore switches to holdover
mode, maintains the timing information it received previously over Ethl,
and distributes this information with its own gl (gl 11).

® The remote EtherHaul 1200 receives and is locked on its EthO source and
distributes timing information from this source to its interfaces.

® DNU (Do Not use, gl 15) is returned to the source in order to prevent timing

— =

loops.
EtherHaul 1200 - Local
I Down | Sync Module
Cesium host
gl
SyncE X ETH1 PHY
PRC ql 2 » PR '
oldover]
p T ETHO RF
)
ETHZPHY [ (e
\ )
ql 11

EtherHaul 1200 - Remote

PRC Sync Module
(holdover)

host
ql11 @ gl 11

ETH1 PHY
(holdover)

ql 11

PRC
ETHO RF DNU gl 15 (holdover)
ql 11

ETH2 PHY

Figure 7-5 Typical SyncE Scenario — Holdover Due to Line Failure

The configuration for this scenario is:

Local EtherHaul 1200

Default>show ref-clock
ref-clock host prio
host
host gl-actual

ref-clock status
ref-clock
ref-clock host gl-config
ref-clock host gl-mode

ref-clock host ssm-cvid
eth2
eth2
eth2
eth2
eth2

eth2

ref-clock prio

ref-clock status
ref-clock gl-actual
ref-clock gl-config
ref-clock ql-mode

ref-clock ssm-cvid

Remote EtherHaul 1200

Default>show ref-clock
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255
active
11

11
disable
none

200
down

15

2
disable
none
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ref-clock host
ref-clock host
ref-clock host
ref-clock host
ref-clock host
ref-clock host

ref-clock ethO
ref-clock ethO
ref-clock ethO
ref-clock ethO
ref-clock ethO
ref-clock ethO

prio
status
gql-actual
gl-config
ql-mode
ssm-cvid

prio
status
gql-actual
gl-config
ql-mode
ssm-cvid

255

: backup-1

11

11
disable
none

100
active
11

14
enable
none

EtherHaul 1200™

7.4.4 SyncE Alarms
Event Classification Default Severity Destination
Reference Clock Event N/A Trap (ref-clock
Switch switch), Log
Reception of QL Alarm Medium Trap (generic
EEC1 or Worse e . alarm), Log, Active

indicating a previous .

) . Alarm List

element in the chain

is in holdover or

failed
Reception of QL Event N/A Trap (generic

better than EEC1

alarm), Log,
Remove Reception
of QL EEC1 and
Worse from Active
Alarm List.
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7.5

Configuring Ethernet Ring Protection (ERP)

Ethernet Ring Protection (ERP) is a network resiliency protocol defined in ITU-T G.8032.
The EtherHaul 1200 supports ERP G.8032v2, with backwards compatibility to previous
versions. ERP support enables protection for any point of failure in the network. This
means that network connectivity is maintained in the event that the Ethernet link, the
radio link, or even the entire EtherHaul 1200 fails. This provides resiliency for both
Ethernet-Ethernet rings that typically protect single site connectivity and Ethernet-RF
rings that typically protect against RF network failure.

ERP is a relatively simple protocol that operates at the network level on the set of nodes
that constitute the ring or set of rings. ERP monitors the Ethernet layer to discover and
identify Signal Failure (SF) conditions, and prevents loops within the ring by blocking
one of the links (either a pre-determined link or a failed link). ERP verifies at all times
the ring is closed that frames will not be looped. This is accomplished by taking down a
Ring protection Link (RPL) whenever there is no failure in the ring.

Us