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Chapter 1
Getting Started

Introduction

This guide describes the Layer 2 Switch, Layer 3 Switch, and Serverlron product families and features from
Foundry Networks. Procedures are provided for installing the hardware and configuring the software. The
software procedures show how to perform tasks using the CLI and using the Web management interface.

This guide also describes how to monitor Foundry products using statistics and summary screens.

Audience

This manual is designed for system administrators with a working knowledge of Layer 2 and Layer 3 switching and
routing.

If you are using a Foundry Layer 3 Switch, you should be familiar with the following protocols if applicable to your
network — IP, RIP, OSPF, I1S-IS, BGP4, MBGP, MPLS, IGMP, PIM, DVMRP, IPX, AppleTalk, FSRP, VRRP, and
VRRPE.

Nomenclature

This guide uses the following typographical conventions to show information:

ltalic highlights the title of another publication and occasionally emphasizes a word or phrase.
Bold highlights a CLI command.

Bold Italic highlights a term that is being defined.

Underline  highlights a link on the Web management interface.

Capitals highlights field names and buttons that appear in the Web management interface.

NOTE: A note emphasizes an important fact or calls your attention to a dependency.

WARNING: A warning calls your attention to a possible hazard that can cause injury or death.

CAUTION: A caution calls your attention to a possible hazard that can damage equipment.
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List of Publications

The following Foundry Networks documents are available.

Foundry Switch and Router Installation and Basic Configuration Guide — provides configuration guidelines for
Layer 2 and Layer 3 devices and installation procedures for the Foundry devices with IronCore and JetCore
modules.

Foundry Security Guide — provides procedures for securing management access to Foundry devices and for
protecting against Denial of Service (DoS) attacks.

Foundry Enterprise Configuration and Management Guide — provides configuration information for enterprise
routing protocols including IP, RIP, IP multicast, OSPF, BGP4, VRRP and VRRPE.

Foundry Netlron Service Provider Configuration and Management Guide — provides configuration information
for IS-IS and MPLS.

Foundry Switch and Router Command Line Interface Reference — provides a list and syntax information for
all the Layer 2 Switch and Layer 3 Switch CLI commands.

Foundry Diagnostic Guide — provides descriptions of diagnostic commands that can help you diagnose and
solve issues on Layer 2 Switches and Layer 3 Switches.

Foundry Biglron MG8 Switch Installation and Basic Configuration Guide — provides installation procedures for
the Biglron MG8. This guide also presents the management modules available in the device.

Foundry Netlron 40G Switch Installation and Basic Configuration Guide — provides installation procedures for
the Biglron MG8. This guide also presents the management modules available in the device.

Netlron IMR 640 Installation and Basic Configuration Guide — provides procedures for installing modules into
and connecting your DC power source(s) to the Netlron IMR 640 chassis, cabling the Ethernet interface ports,
and performing a basic configuration of the software.

Foundry Management Information Base Reference — presents the Simple Network Management Protocol
(SNMP) Management Information Base (MIB) objects that are supported in the Foundry devices.

To order additional copies of these manuals, do one of the following:

Call 1.877.TURBOCALL (887.2622) in the United States or 1.408.586.1881 outside the United States.

Send email to info@foundrynet.com.

What’s New in this Edition

This edition describes the features in following software releases:

Enterprise IronWare software release 07.8.01. This release applies to the following products:

*  Netlron 400/800/1500 Chassis devices with IronCore or JetCore management modules

e  Biglron 4000/8000/15000 Chassis devices with IronCore or JetCore management modules
o Fastlron Il, Fastlron Il Plus, and Fastiron |1l with M2 or higher management modules

e Fastlron 400/800/1500 Chassis devices with JetCore modules

*  Fastlron 4802 Stackable device

Service Provider IronWare software releases up to 09.1.03. These releases apply to the following products:
*  Netlron 400/800/1500 Chassis devices with IronCore or JetCore management modules

*  Biglron 4000/8000/15000 Chassis devices with IronCore or JetCore management modules
*  Netlron 4802 Stackable device

* Fastlron 4802 Stackable device
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NOTE: You cannot use this software on Fastlron Chassis devices.

* Releases up 02.2.00 for the Biglron MG8 and Netlron 40G software . See the Foundry Biglron MG8 Switch
Installation and Basic Configuration Guide for a list of new features and the user guide where these features

are discussed.

* Releases 02.0.02 and 02.1.00 for the Foundry Netlron IMR 640. See the Foundry Netiron IMR 640
Installation and Basic Configuration Guide for a list of new features and and the user guide where these

features are discussed.
e Fastlron family security features in the following releases:
e Fastlron Edge Switch software release 03.3.01a and 03.2.00
e Fastlron Edge Switch X-Series release 02.20.00 and 02.1.01
o Fastlron SuperX release 02.0.01, 02.1.00, 02.2.00, and 02.2.01

New features in the Enterprise Release 07.8.01
The following features are new in the Enterprise software release 07.8.01:

Hardware Enhancements in 07.8.01

Enhancement Description See
New XENPAK Transceiver This release introduces the WAN PHY 7-43
XENPAK Transceiver.
Layer 3 Enhancements in 07.8.01
Enhancement Description See
Configurable timers for RIP The new timers-basic command allows you to Foundry
set the RIP update timer, aging timeout Enterprise
interval, and garbage-collection timer. Configuration and
Management
Guide
System-Level Enhancements in 07.8.01
Enhancement Description See
Specifying a minimum number | You can configure the Foundry device to 11-8

of ports for a trunk group disable all of the ports in a trunk group when
the number of active member ports drops
below a specified threshold value.
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Enhancement Description See
CPU protection support Release 07.8.01 supports the CPU protection Foundry Security
feature. Guide
In addition, you no longer need to disable and
re-enable the CPU protection feature when you
add or remove a VLAN.
Hardware flooding The commands hardware-flooding, Foundry Security
enhancements multicast-flooding, and broadcast-flooding, Guide
which were available at the VLAN configuration
level in previous releases, are no longer
available in release 07.8.01.
Instead of these commands, use the global
cpupro-action command to activate CPU
protection for all VLANs configured on the
device. This new method improves upon the
previous hardware flooding method in that you
do not need to reload the software when a
VLAN is added or deleted.
Dynamic ACL assignment for Starting with release 07.8.01, dynamic IP ACL Foundry Security
802.1X multiple-host and MAC address filter assignment is now Guide
configurations supported in an 802.1X multiple-host
configuration.
If there are multiple hosts connected to a
single 802.1X-enabled port, RADIUS-specified
IP ACLs and MAC filters can be applied to
each host, independent of the other hosts
connected to the port.
New SNMP MIB table for MAC | The MAC Port Security table is the SNMP MIB Foundry
Port Security equivalent of the show port security mac CLI Management
command. Information Base
Reference
New trap message for port A trap message is generated when a port’s Foundry
priority changes priority is changed. Management
Information Base
Reference
New OIDs The SNMP MIB OIDs for the Foundry
snPortMonitorTable has been changed from Management
“23” to “25”. Information Base
Reference
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New Features in Netlron 09.1.03
Hardware Enhancements in 09.1.03

Enhancement Description J | | | See Page
New Forwarding modules This release supports the following forwarding | v/ D-1
modules.

J-B48E-A and J-F48E-A 48-Port
Forwarding Modules

J-B48T-A and J-F48T-A 48-Port
Forwarding Modules

System Level Enhancements in 09.1.03

Enhancement Description J || | See Page
Fixed rate limiting support for The new 48-port 10/100 forwarding modules, v Foundry
the new forwarding modules as well as the J-24FX 24-port 100Base-FX Enterprise
fiber module, support both inbound and Configuration and
outbound fixed rate limiting. Management
Guide

Security Enhancements in the Fastiron Family Releases
The following tables list the new security features in the Fastlron family releases. They are all discussed in the

Foundry Security Guide
FES 03.2.00

Enhancement

Description

EAP passthrough support on
PEAP, EAP-TTLS, and EAP-
TLS

802.1X port security now supports EAP-PEAP, EAP-TLS, and EAP-TTLS
challenge request types.

FES 03.3.00

Enhancement

Description

STP Protection Enhancement

The STP Protection feature reduces STP convergence time by disabling an
end station from initiating or participating in an STP topology change.

Multi-device port
authentication

The multi-device port authentication feature allows you to configure a
Foundry device to forward or block traffic from a MAC address based on
information received from a RADIUS server.

NOTE: Support for multi-device port authentication on the FES is similar to
software release 07.8.01 for the Biglron and Fastlron. Differences are
described in this section.

August 2005
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Enhancement

Description

802.1X multiple-host
authentication

Foundry’s implementation of 802.1X port security allows multiple hosts
connected to a single port to be authenticated individually.

NOTE: Support for 802.1X multiple-host authentication on the FES is
similar to software release 07.8.01 for the Biglron and Fastlron. Differences
are described in this section.

Using multi-device port
authentication and 802.1X
security on the same port

You can configure the FES to use multi-device port authentication and
802.1X security on the same port.

HTTPs for Web Management
interface

Foundry devices now support Secure HTTP (HTTPs) for configuration using
the Web Management interface.

NOTE: This feature support is the same as in software release 07.8.00 for
the Biglron and Fastlron.

Specifying the maximum
number of login attempts for
Telnet access

You can specify the number of attempts a Telnet user has to enter a correct
username and password before the device disconnects the Telnet session.

NOTE: This feature support is the same as in software releases 07.7.02
and 07.8.00 for the Biglron and Fastlron.

Local user password
enhancement

If you change the password for a local user, you must select a password that
is different from the current password, as well as different from the previous
two passwords that had been configured for that user.

NOTE: This feature support is the same as in software releases 07.7.02
and 07.8.00 for the Biglron and Fastlron. This feature is

FESX Release 02.1.01

Enhancement

Description

STP Protection Enhancement

The STP Protection feature reduces STP convergence time by disabling an
end station from initiating or participating in an STP topology change.

HTTPs for Web Management
interface

Foundry devices now support Secure HTTP (HTTPs) for configuration using
the Web Management interface.

NOTE: This feature support is the same as in software release 03.3.00 for
the FES and 07.8.00 for the Biglron and Fastlron.

EAP passthrough support on
PEAP, EAP-TTLS, and EAP-
TLS

802.1X port security now supports EAP-PEAP, EAP-TLS, and EAP-TTLS
challenge request types.

NOTE: This feature support is the same as in software release 03.2.00 for
the FES and 07.8.00 for the Biglron and Fastlron.
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FESX 02.2.00

Enhancement

Description

Multi-device port
authentication

The multi-device port authentication feature allows you to configure a
Foundry device to forward or block traffic from a MAC address based on
information received from a RADIUS server.

NOTE: Support for multi-device port authentication on the FESX and
FWSX is similar to software release 07.8.01 for the Biglron/Fastiron and
release 03.3.00 for the FES. Differences between the BI/FI versus the
FESX and FWSX are described in this section.

802.1X multiple-host
authentication

Foundry’s implementation of 802.1X port security allows multiple hosts
connected to a single port to be authenticated individually.

NOTE: Support for 802.1X multiple-host authentication on the FESX is
similar to software release 07.8.01 for the Biglron/Fastlron and release
03.3.00 for the FES. Differences between the BI/FI versus the FESX and
FWSX are described in this section.

Using multi-device port
authentication and 802.1X
security on the same port

You can configure the Foundry device to use multi-device port
authentication and 802.1X security on the same port.

NOTE: This feature support is the same as in software release 03.3.00 for
the FES.

Guest VLAN access for non-
EAP capable devices

You can configure the Foundry device to grant "guest" VLAN access to
clients that do not support the Extensible Authentication Protocol (EAP).

Specifying the Wait Interval
and Number of EAP-Request/
Identity Frame
Retransmissions from the
Foundry Device

You can optionally specify the EAP-Request/Identity frame retransmission
wait interval, as well as the number of times the Foundry device will
retransmit an EAP-request/identity frame to a client.

Specifying the Wait Interval
and Number of EAP-Request/
Identity Frame
Retransmissions from the
RADIUS Server

You can optionally specify the EAP-Request/Identity frame retransmission
wait interval, as well as the number of times the Foundry device will
retransmit an EAP-request/identity frame from a RADIUS server to a client.

Fastlron SuperX 02.0.00

Enhancement

Description

Local user password
enhancement

If you change the password for a local user, you must select a password that
is different from the current password, as well as different from the previous
two passwords that had been configured for that user.

NOTE: This feature support is the same as in software releases 07.7.02 and
07.8.00 for the Biglron and Fastlron.
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Enhancement Description

Restricting Telnet and SSH In release 02.0.00, you can restrict Telnet and SSH access to management
access based on a client’s functions on the Foundry device based on the MAC address of a connecting
MAC address client.

NOTE: This feature support is the same as in software release 07.8.00 for
the Biglron and Fastlron.

Specifying the maximum You can specify the number of attempts a Telnet user has to enter a correct
number of login attempts for username and password before the device disconnects the Telnet session.

Telnet . . .
einet access NOTE: This feature support is the same as in software releases 07.7.02 and

07.8.00 for the Biglron and Fastlron.

Fastlron SuperX 02.1.00

Enhancement Description
SSL for Web Management Fastlron SuperX devices now support Secure Sockets Layer (SSL) for
Interface configuring the device using the Web Management interface.

Fastlron SuperX 02.2.00 and 02.2.01

Enhancement Description

Dynamically Applying IP ACLs | 802.1X implementation supports dynamically applying an IP ACL or MAC
and MAC Filters to 802.1X address filter to a port, based on information received from an
Ports Authentication Server.
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Chapter 2

Installing a Foundry Layer 2 Switch
or Layer 3 Switch

This chapter describes how to install Foundry Layer 2 Switches and Layer 3 Switches and attach them to your
network. For information about basic software configuration, see “Configuring Basic Features” on page 9-1.

WARNING: The procedures in this manual are for qualified service personnel.

Unpacking a System

The Foundry systems ship with all of the following items. Please review the list below and verify the contents.
If any items are missing, please contact the place of purchase.

Package Contents
e  Foundry Networks Layer 2 Switch or Layer 3 Switch

e 115V AC power cable (for AC sourced devices)
e Rack mount brackets and mounting screws
e CD-ROM containing software images and the user documentation (including this guide)

*  Warranty card

General Requirements
To manage the system, you need the following items for serial connection to the switch or router:
* A management station, such as a PC running a terminal emulation application.

e A straight-through EIA/TIA DB-9 serial cable (F/F). The serial cable can be ordered separately from Foundry
Networks. If you prefer to build your own cable, see the pinout information in “Attaching a PC or Terminal” on
page 2-17.

You use the serial connection to perform basic configuration tasks including assigning an IP address and network
mask to the system. This information is required for managing the system using the Web management interface
or IronView Network Manager or using the CLI through Telnet.

WARNING: Do not use the handles on the power supply units to lift or carry a Chassis device.
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Summary of Installation Procedures

Follow the steps listed below to install your Layer 2 Switch or Layer 3 Switch. Details for each of the steps
highlighted below are provided later in this chapter.

1.

10.

11.

12.

Ensure that the physical environment that will host the device has the proper cabling and ventilation. See
“Preparing the Installation Site” on page 2-4.

Chassis devices only — If needed, insert or remove chassis modules. There are many optional modules
designed for the module slots on the Chassis devices. Depending on where you plan to install a device, it
might be easier to install the modules first. However, the modules are “hot swappable”, and can be installed
or removed after the device is mounted and powered-on. See “Installing or Removing Optional Modules
(Chassis Devices Only)” on page 2-5.

NOTE: If you are installing redundant management modules (Management 2 or higher), see “Using
Redundant Management Modules” on page 3-1 for complete installation, configuration, and management
instructions for the modules.

Chassis devices or the Fastlron 4802 only — Optionally insert or remove redundant power supplies. The 4-
slot Chassis devices and the Fastlron 4802 can hold one or two power supplies. The 8-slot and 15-slot
Chassis devices can hold up to four power supplies. If you need to install a power supply, it may be easier to
install it before mounting the device, although the power supplies are “hot swappable”, and can be installed or
removed after the device is mounted and powered-on. See “Installing or Removing Redundant Power
Supplies (Chassis Devices Only)” on page 2-6 or “Installing or Removing a Power Supply (Fastlron 4802
only)” on page 2-10.

CAUTION: Remove the power cord from a power supply before you install it in or remove it from the device.
Otherwise, the power supply or the device could be damaged as a result. (The device can be running while a
power supply is being installed or removed, but the power supply itself should not be connected to a power
source.)

Chassis devices only — Optionally replace cooling fans. Generally, this procedure is not required during
installation but is included in case you ever need to replace a fan after the device is placed in operation. See
“Replacing Fans (4-Slot and 8-Slot Chassis Devices Only)” on page 2-13 or “Replacing a Fan Tray (15-Slot
Chassis Devices Only)” on page 2-16.

Verify that the system and module LEDs are registering the proper LED state after power-on of the system.
See “Verifying Proper Operation” on page 2-16.

A terminal or PC serial port connection is all that is required to support configuration on the device. See
“Attaching a PC or Terminal” on page 2-17.0

No default password is assigned to the Command Line Interface (CLI). For additional access security, assign
a password. See “Assigning Permanent Passwords” on page 2-19.

Before attaching equipment to the device, you need to configure an interface IP address to the sub-net on
which it will be located. Initial IP address configuration is performed using the CLI with a direct serial
connection. Subsequent IP address configuration can be performed using the Web management interface.
See “Configuring IP Addresses” on page 2-20.

Foundry devices can be installed on a desktop or in an equipment rack. See “Mounting the Chassis or
Stackable Device” on page 2-22.

Once the device is physically installed, plug the device into a nearby power source that adheres to the
regulatory requirements outlined in this manual. See “Powering On a System” on page 2-24.

Once you power on the device and assign IP addresses, the system is ready to accept network equipment.
See “Connecting Network Devices” on page 2-25.

Test IP connectivity to other devices by pinging them and tracing routes. See “Testing Connectivity” on
page 2-29.
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13. Continue configuring the device using the CLI or the Web management interface. See “Managing the Device”
on page 2-29.

NOTE: You also can use IronView Network Manager to manage the device. See the Foundry IronView
Network Management User’s Guide for information.

14. Secure access to the device. See the Foundry Security Guide.

Installation Precautions

Follow these precautions when installing a Foundry device.

General Precautions

WARNING: All fiber-optic interfaces use Class 1 Lasers.

CAUTION: Do not install the device in an environment where the operating ambient temperature might exceed
40° C (104° F).

CAUTION: Make sure the air flow around the front, sides, and back of the device is not restricted.

CAUTION: To provide additional safety and proper airflow to the device, make sure that slot cover plates are
installed on all chassis slots that do not have either a module or power supply installed.

CAUTION: Never leave tools inside the chassis.

WARNING: Metal edges on the power supply units may be sharp.

Lifting Precautions

WARNING: Do not use the handles on the power supply units to lift or carry Chassis devices.

WARNING: Do not lift the 15-slot chassis using the lifting handles unless the chassis is empty. Remove the
power supplies and interface modules before lifting the chassis.

WARNING: You can lift the 4-slot and 8-slot Chassis devices when they contain modules and power supplies.
However, fully populated chassis are heavy. TWO OR MORE PEOPLE ARE REQUIRED WHEN LIFTING,
HANDLING, OR MOUNTING THESE DEVICES.

WARNING: Make sure the rack or cabinet housing the device is adequately secured to prevent it from becoming
unstable or falling over.

WARNING: Mount the devices you install in a rack or cabinet as low as possible. Place the heaviest device at
the bottom and progressively place lighter devices above.
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Power Precautions

CAUTION: Use at least two separate branch circuits for the power. This provides redundancy in case one of the
circuits fails.

WARNING: Disconnect the power cord from all power sources to completely remove power from the device.

WARNING: Make sure that the power source circuits are properly grounded, then use the power cord supplied
with the device to connect it to the power source.

WARNING: If the installation requires a different power cord than the one supplied with the device, make sure
you use a power cord displaying the mark of the safety agency that defines the regulations for power cords in your
country. The mark is your assurance that the power cord can be used safely with the device.

CAUTION: Ensure that the device does not overload the power circuits, wiring, and over-current protection. To
determine the possibility of overloading the supply circuits, add the ampere (amp) ratings of all devices installed
on the same circuit as the device. Compare this total with the rating limit for the circuit. The maximum ampere rat-
ings are usually printed on the devices near the input power connectors.

CAUTION: All devices with DC power supplies are intended for installation in restricted access areas only. A
restricted access area is where access can be gained only by service personnel through the use of a special tool,
lock and key, or other means of security, and is controlled by the authority responsible for the location.

CAUTION: For the DC input circuit to a 15-slot Chassis device (DC power supply part number RPS4DC), make
sure there is a 30-amp circuit breaker on the input to the power supply.

CAUTION: For the DC input circuit to a Fastlron 4802 (DC power supply part number RPS5DC), make sure
there is a 10-amp circuit breaker when installed in the end system.

CAUTION: For DC power supplies in 15-slot Chassis devices (part number RPS4DC), use a grounding wire of
at least 10 American Wire Gauge (AWG). For DC power supplies in 4-slot and 8-slot Chassis devices (part num-
ber RPS3DC), use at least 14 AWG. For DC power supplies in the Fastlron 4802 (part number RPS5DC), use at
least 14 AWG.

Preparing the Installation Site

Cabling Infrastructure

Ensure that the proper cabling is installed in the site. See “Hardware Specifications” on page B-1 or
www.foundrynetworks.com for a summary of supported cabling types and their specifications.

Installation Location

Before installing the device, plan its location and orientation relative to other devices and equipment. Allow at
least 3" of space at the front of the device for the twisted-pair, fiber-optic, and power cabling. Also, allow a
minimum of 3" of space between the sides and the back of the device and walls or other obstructions.
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Installing or Removing Optional Modules (Chassis Devices Only)

NOTE: If you are installing redundant management modules (Management 2 or higher), see “Using Redundant
Management Modules” on page 3-1 for complete installation, configuration, and management instructions for the
modules.

Installing Modules
To install a module in the chassis, do the following:

1.

Put on an ESD wrist strap and attach the clip end to a metal surface (such as an equipment rack) to act as
ground.

WARNING: To avoid risk of shock, do not attach the clip end to the air flow panel of the power supply.

2.  Remove the blank face plate from the slot in which the module will be installed. Place the blank face plate in
a safe place for future use.

3. Remove the module from its packaging.

4. Insert the module into the chassis slot and slide the card along the card guide until the card ejectors on the
front of the module touch the chassis.
NOTE: Modules for the 8-slot and 15-slot Chassis devices slide in vertically with port number 1 at the top.
Modules for the 4-slot Chassis devices slide in horizontally with port number 1 on the left.

5. Push the ejectors toward the center of the module until they are flush with the front panel of the module. The
module will be fully seated in the backplane.

6. Tighten the two screws at either end of the module.
CAUTION: To provide additional safety and proper airflow to the device, make sure that slot cover plates are
installed on all chassis slots that do not have either a module or power supply installed.
NOTE: If installing a module into a slot previously occupied by a different type of module, you must use the
CLI to configure the new module (use the CLI command module <slot-num> <module-type>) and then use
the write memory command to save the configuration and the reload command to reset the device. See
“Swapping Modules (Chassis devices only)” on page 2-39. If the slot has never contained a module or you
are swapping in exactly the same type of module, you do not need to enter these commands.

Figure 2.1 Installing a module
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Removing Modules

To remove a module from the chassis, do the following:

1.

Put on an ESD wrist strap and attach the clip end to a metal surface (such as an equipment rack) to act as
ground.

WARNING: To avoid risk of shock, do not attach the clip end to the air flow panel of the power supply.

Loosen the two screws on the ends of the module.

Pull the card ejectors towards you, and away from the module front panel. The card will unseat from the
backplane.

Pull the module out of the chassis and place in an anti-static bag for storage.

Cover the slot with the blank face plate that shipped with the chassis.

CAUTION: To provide additional safety and proper airflow to the device, make sure that slot cover plates are
installed on all chassis slots that do not have either a module or power supply installed.

NOTE: Modules can be installed and removed when the unit is powered on (hot swap). You do not need to

power the system down, and you do not need to change the slot’s configuration unless you plan to insert a
different type of module. However, you do need to disable the module before removing it. See “Swapping

Modules (Chassis devices only)” on page 2-39.

Installing or Removing Redundant Power Supplies (Chassis Devices

Only)

Determining Power Supply Status

If you are replacing a power supply that has failed and you are not sure which supply has failed, enter the following
command at any CLI command prompt:

Biglron# show chassis

This command displays status information for the fans and the power supplies. The power supplies are numbered
in the display. The power supply numbers correspond to the following positions. These positions assume you are
facing the front of the chassis, not the rear.

Table 2.1: Power Supply Positions in Foundry Chassis Devices
Product Power Supply 1 | Power Supply 2 | Power Supply 3 | Power Supply 4
Position Position Position Position
4-slot Chassis device left side right side n/a n/a
8-slot Chassis device bottom second from second from top | top
bottom
15-slot Chassis device left side second left second right right side

Chassis Devices — AC Power Supplies

Use the following procedures for AC power supplies in 4-slot, 8-slot or 15-slot Chassis devices. Use power supply
model RPS3 for 4-slot or 8-slot Chassis devices. Use power supply model RPS4 for 15-slot Chassis devices.

© 2005 Foundry Networks, Inc.
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Installing an AC Power Supply
To install a power supply in the chassis, do the following:
1. Use a screwdriver to remove the blank power supply face plate. This will expose the empty power supply slot.

2. Remove the power supply from its packaging.

WARNING: Metal edges on the power supply may be sharp.

3. Hold the bar on the front panel of the power supply and insert the power supply into the empty power supply
slot. Use the module guides provided on either side of the compartment.

CAUTION: Carefully follow the mechanical guides on each side of the power supply slot and make sure the
power supply is properly inserted in the guides. Never insert the power supply upside down.

4. Continue to slide the power supply towards the back of the chassis until the two metal rods and the connector
make contact with the back connector. Then push the power supply until the front panel of the power supply
is flush with the rest of the chassis.

5. Use a screwdriver to tighten the two screws on either side of the power supply.
6. Connect the power cord to the front of the power supply.

7. Connect the power plug into an outlet.

Figure 2.2 Installing a power supply (4-slot chassis shown)

Removing an AC Power Supply

To remove a power supply module from the chassis, do the following:

WARNING: Power supplies are hot swappable. However, Foundry Networks recommends that you disconnect
the power supply from AC power before installing or removing the supply. The device can be running while a
power supply is being installed or removed, but the power supply itself should not be connectedto a power source.
Otherwise, you could be injured or the power supply or other parts of the device could be damaged.

1. Unplug the power supply AC power cord from the outlet.

2. Disconnect the power cord from the power supply.

3. Use a screwdriver to loosen the screws on either side of the power supply.
4,

Hold the bar on the front panel of the power supply and pull outward. This will disconnect the power supply
from the backplane.

August 2005 © 2005 Foundry Networks, Inc. 2-7



Foundry Switch and Router Installation and Basic Configuration Guide

5
6
7.
8

WARNING: Metal edges on the power supply may be sharp.

Continue to pull the power supply until it is removed from the chassis.
Place the power supply in an anti-static bag for storage.
Cover the power supply slot with the blank power supply cover that came with the device.

Use a screwdriver to tighten the screws.

Chassis Devices — DC Power Supplies

Use the following procedures for DC power supplies in 4-slot, 8-slot or 15-slot Chassis devices. Use power supply
model RPS3DC for 4-slot or 8-slot Chassis devices. Use power supply model RPS4DC for 15-slot Chassis
devices.

WARNING: Before beginning the installation, see the precautions in “Power Precautions” on page 2-4.

4-Slot and 8-Slot Chassis Devices

The following procedures describe how to install or remove a DC power supply in a 4-slot or 8-slot Chassis device.

WARNING: Before beginning the installation, see the precautions in “Power Precautions” on page 2-4.

Figure 2.3 DC power supply for 4-slot or 8-slot Chassis device (part number RPS3DC)
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Installing a DC Power Supply

1.

Prepare the positive, negative, and ground wires by stripping about 1/4" of insulation off the end of each one.
(Use at least 14 AWG wire.)

2. Loosen the three screws used to hold the wires in the connector. These are the wires under the following
markings:
— + &
NOTE: If you cannot easily reach the screws and wire openings due to the connector guard, remove the
connector guard from the power supply. The guard is fastened to the supply by two Phillips-head screws and
is mounted over the connector.

3. Slip the ground wire into the opening under the S marking until the wire is fully in place, then tighten the
screw to hold the wire in place.

4. Repeat for the negative (—) and positive (+) wires.

5. Pull gently on each wire to make sure they are securely fastened in the connector.
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6. Re-attach the connector guard over the connector.

7. Insert the power supply into the chassis. Seat the supply firmly so that the faceplate of the supply is flush with
the chassis surface.

WARNING: Metal edges on the power supply may be sharp.

8. Tighten the two thumb screws to secure the power supply to the chassis.
9. After the power supply is properly inserted, connect the power source to the wires to activate the circuit.

Removing a DC Power Supply
1. Turn off the DC power source or disconnect it from the power supply.

2. Loosen the three screws used to hold the wires in the connector, then pull out the wires.

NOTE: If you cannot easily reach the screws and wire openings due to the connector guard, remove the
connector guard from the power supply. The guard is fastened to the supply by two Phillips-head screws and
is mounted over the connector. If you remove the connector guard, re-attach it once you are finished
removing the wires to prevent the guard from being lost.

Loosen the two thumb screws that secure the power supply to the chassis.

4. Pull the power supply completely out of the chassis.

WARNING: Metal edges on the power supply may be sharp.

15-Slot Chassis Devices

The following procedures describe how to install or remove a DC power supply in a 15-slot Chassis device.

WARNING: Before beginning the installation, see the precautions in “Power Precautions” on page 2-4.

Figure 2.4 DC power supply for 15-slot Chassis device (part number RPS4DC)
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Installing a DC Power Supply

1. Prepare the positive, negative, and ground wires by stripping about 1/4" of insulation off the end of each one.
(Use 10 AWG wire.)

2. Slip one of the lugs shipped with the supply over the stripped end of the ground wire. All three lugs are the
same size.

3. Use the crimper to crimp the lug snugly onto the wire. Gently pull the lug away from the wire to verify that the
lug is securely fastened.

4. Repeat for the negative and positive wires.

5. Slip the lug of the ground wire under the head of the ground screw (under the S marking) so that the bent
part of the lug is facing toward you, away from the power supply.

Tighten the screw to hold the lug securely in place.

Repeat for the negative (—) and positive (+) wires.

Slide the clear plastic wire cover onto the wire connector housing, over the three screw heads.

© ©® N o

Insert the power supply into the chassis. Make sure the supply is oriented so that the wire connector is near
the top. Seat the supply firmly so that the faceplate of the supply is flush with the chassis surface.

WARNING: Metal edges on the power supply may be sharp.

10. Tighten the two thumb screws to secure the power supply to the chassis.
11. After the power supply is properly inserted, connect the power source to the wires to activate the circuit.

Removing a DC Power Supply
1. Turn off the DC power source or disconnect it from the power supply.

Slide the clear plastic wire cover off of the wire connector housing, to expose the three screw heads.
Loosen the three screws used to hold the wires, then pull the wires out.
Slide the clear plastic wire cover back over the wire connector housing, to prevent the cover from being lost.

Loosen the two thumb screws that secure the power supply to the chassis.

o o &M 0 Db

Remove the power supply completely from the chassis.

WARNING: Metal edges on the power supply may be sharp.

Installing or Removing a Power Supply (Fastiron 4802 only)

Use the following procedures to insert or remove a power supply in a Fastlron 4802.

WARNING: Power supplies are hot swappable. However, Foundry Networks recommends that you disconnect
the power supply from AC power before installing or removing the supply. The device can be running while a
power supply is being installed or removed, but the power supply itself should not be connected to a power source.
Otherwise, you could be injured or the power supply or other parts of the device could be damaged.

Determining Power Supply Status

If you are replacing a power supply that has failed and you are not sure which supply has failed, enter the following
command at any CLI command prompt:

SW-F14802-PREM# show chassis
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This command displays status information for the fans and the power supplies. The power supplies are numbered
from left to right. These numbers assume you are facing the front of the chassis, not the rear.

Fastiron 4802 — AC Power Supplies

Use the following procedures for AC power supplies in the Fastlron 4802. Use power supply model RPS5.

Installing an AC Power Supply

To install a power supply in the Fastlron 4802, do the following:

1.

4.
5.
6.

If the empty power supply bay has a cover plate, press the two latches near the edges of the supply inward to
unlock the plate, then remove the plate.

Remove the power supply from its packaging.

WARNING: Metal edges on the power supply may be sharp.

With one hand, hold the bar on the front panel of the power supply. With the other hand, support the
underside of the power supply, and insert the power supply into the empty power supply slot. Press until the
supply is completely in the slot, so that the connectors on the back of the supply are fully engaged with the
pins on the power backplane.

CAUTION: Make sure you insert the power supply right-side up. It is possible to insert the supply upside
down, although the supply will not engage with the power backplane when upside down. The power supply is
right-side up when the power connector is on the left and the fan vent is on the right.

Press the two latches near the edges of the supply outward to lock the supply in place.
Connect the power cord to the power supply.

Connect the plug end of the power cord into an outlet.

Removing an AC Power Supply

1.

2
3.
4

o

Unplug the power supply from the power source.
Disconnect the power cord from the power supply.
Press the two latches near the edges of the supply inward to unlock the supply.

Hold the bar on the front panel of the power supply and pull outward. This will disconnect the power supply
from the backplane.

Continue to pull the power supply until it is removed from the device.
Place the power supply in an anti-static bag for storage.

Insert a new supply, or place the cover plate over the empty power supply bay and press the two latches near
the edges of the supply outward to lock the plate into place.

WARNING: Metal edges on the power supply may be sharp.

Fastlron 4802 — DC Power Supplies
Use the following procedures for DC power supplies in the Fastlron 4802. Use power supply model RPS5DC.

WARNING: Before beginning the installation, see the precautions in “Power Precautions” on page 2-4.
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Figure 2.5 DC power supply for Fastlron 4802 (part number RPS5DC)

Installing a DC Power Supply

1.

7.
8.

Prepare the positive, negative, and ground wires by stripping about 1/4" of insulation off the end of each one.
(Use 14 AWG wire.)

Loosen the three screws used to hold the wires in the connector. These are the wires under the following
markings:

-+

Slip the ground wire into the opening under the &) marking until the wire is fully in place, then tighten the
screw to hold the wire in place.

Repeat for the negative (—) and positive (+) wires.

Pull gently on each wire to make sure they are securely fastened in the connector.

With one hand, hold the bar on the front panel of the power supply. With the other hand, support the
underside of the power supply, and insert the power supply into the empty power supply slot. Press until the
supply is completely in the slot, so that the connectors on the back of the supply are fully engaged with the
pins on the power backplane.

WARNING: Metal edges on the power supply may be sharp.

CAUTION: Make sure you insert the power supply right-side up. It is possible to insert the supply upside
down, although the supply will not engage with the power backplane when upside down. The power supply is
right-side up when the power connector is on the left and the fan vent is on the right.

Press the two latches near the edges of the supply outward to lock the supply in place.

After the power supply is properly inserted, connect the power source to the wires to activate the circuit.

Removing a DC Power Supply

1.

Turn off the DC power source or disconnect it from the power supply.

2. Loosen the three screws used to hold the wires in the connector, then pull out the wires.

3. Press the two latches near the edges of the supply inward to unlock the supply.

4. Hold the bar on the front panel of the power supply and pull outward. This will disconnect the power supply
from the backplane.

5. Continue to pull the power supply until it is removed from the device.

6. Place the power supply in an anti-static bag for storage.

7. Insert a new supply, or place the cover plate over the empty power supply bay and press the two latches near
the edges of the supply outward to lock the plate into place.
WARNING: Metal edges on the power supply may be sharp.
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Replacing Fans (4-Slot and 8-Slot Chassis Devices Only)

The 4-slot and 8-slot Chassis devices contain field-upgradable fans. The fans are upgradable on an individual
basis. You need to replace only the fan that has failed.

The 4-slot Chassis devices contain four fans:
e Two fans are mounted to the inside of the rear chassis panel.

* Two fans are mounted to a removable tray on the upper left side of the chassis. (The fans are on the right side
if you are facing the rear of the chassis.)

The 8-slot Chassis devices contain six fans:
e Two fans are mounted to the inside of the rear chassis panel.

e Four fans are mounted to two removable trays in the top of the chassis, above the highest module slot. The
fans are on the right if you are facing the front of the chassis.

Each fan in a four-slot or eight-slot chassis is connected to the chassis backplane by a three-hole connector.
Make a note of the connector each fan uses. The software recognizes the fan position based on the connector.

NOTE: When you connect a fan cable to a fan connector on the backplane or fan tray, make sure the red wire in
the connector is on the right side (for horizontally oriented connectors) or facing down (for vertically oriented
connectors). If you accidentally reverse the wires, the fan will not operate.

Also, make sure the fan cable connector is seated over all three pins on the backplane connector.

Required Tools
You need the following tools for this procedure:

*  Phillips-head screwdriver
*  Flat-head screwdriver

e Pair of wire cutters

Determining Which Fan Has Failed

If you are not sure which fan has failed, enter the following command at any CLI command prompt:
Biglron# show chassis

This command displays status information for the fans and the power supplies. The fans are numbered in the
display. The fan numbers correspond to the following fan positions. These positions assume you are facing the
front of the chassis, not the rear.

Table 2.2: Fan Positions in Foundry Chassis Devices

Product

Fan 1 Position

Fan 2 Position

Fan 3 Position

Fan 4 Position

4-slot Chassis device

Fan tray on left
side; back fan

Fan tray on left
side; front fan

Rear fan,
left side

Rear fan,
right side

8-slot Chassis device

Rear fan,
top

Rear fan,
bottom

top fan tray,
left side

top fan tray,
right side

NOTE: The software monitors the fans in the top of the 8-slot chassis in pairs, not individually. Thus, fan position
3 indicates the left fan tray and fan position 4 indicates the right fan tray.
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Four-Slot Chassis

To replace a fan in a 4-slot chassis:

1.

Power down the chassis and remove the power cables from the chassis power supplies.

2. Puton an ESD wrist strap and attach the clip end to a metal surface (such as an equipment rack) to act as
ground.
WARNING: To avoid risk of shock, do not attach the clip end to the air flow panel of the power supply.

3. Remove all 18 Phillips-head screws from the rear panel of the chassis.
NOTE: The fans on the rear panel are connected to the chassis backplane by wire cables. Be careful when
you remove the rear panel to avoid accidentally damaging the cables or connectors.

4. Unplug the fan cables from the backplane and set the rear panel on a workbench. If you do not need to
replace a fan in the fan tray mounted on the side of the chassis, skip to step 8; otherwise, go to step 5.

5. Loosen the two flat-head screws that fasten the side fan tray to the chassis.

6. Carefully pull the side fan tray out of the chassis and set the tray on a workbench.
NOTE: The fastener push-ons that fasten the fans to the fan tray may catch on the chassis. In this case,
gently move the fan tray from side to side as you pull the tray back to free it from the chassis.

7. Unplug the fan cables from the backplane and set the fan tray on the workbench.

8. Use the wire cutters to cut the tie wraps fastening the wires of the two fans together.

9. Gently use the wire cutters or similar tool to remove the four plastic fastener push-ons that fasten the failed
fan to the rear panel or fan tray.
NOTE: Be careful when removing the fastener pushons. They are reusable.

10. Remove the fan.

11. Align the new fan over the fastener holes on the rear panel or fan tray, then insert the fastener push-ons to
fasten the new fan in place.

12. Fasten new tie wraps around the wires to keep them neatly together and away from other components.

13. If you replaced a fan on the rear panel and did not remove the fan tray mounted on the side of the chassis,
skip to step 15; otherwise, go to step 14.

14. Gently reinsert the fan tray into the chassis and partially tighten both screws. Then tighten the upper screw,
then the lower screw.
NOTE: Make sure you tighten the upper screw first to properly align the tray in the chassis.

15. Plug the fan cables into the three-pin connectors on the backplane.
CAUTION: When you connect a fan cable to a fan connector on the backplane, make sure the red wire in the
connector is on the right side of the connector. If you accidentally reverse the wires, the fan will not operate.
Also, make sure the fan cable connector is seated over all three pins on the backplane connector.

16. Align the rear panel over the rear screw holes.

17. Screw the 18 Phillips-head screws back in.
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18.

19.
20.

Verify that all chassis modules and power supplies are fully seated and all cover plates and panels are fully
fastened.

Reconnect the power and power on the chassis.

Access the CLI and enter the show chassis command to verify that all fans are now operating normally.

Eight-Slot Chassis

To replace a fan in an 8-slot chassis:

1.
2.

10.
11.

12.
13.

14.
15.

16.

Remove the power cables from the chassis power supplies.

Put on an ESD wrist strap and attach the clip end to a metal surface (such as an equipment rack) to act as
ground.

WARNING: To avoid risk of shock, do not attach the clip end to the air flow panel of the power supply.

Remove all 34 Phillips-head screws from the rear panel of the chassis.

NOTE: The fans on the rear panel are connected to the chassis backplane by wire cables. Be careful when
you remove the rear panel to avoid accidentally damaging the cables or connectors.

Unplug the fan cables from the backplane and set the rear panel on the workbench. If you do not need to
replace a fan in one of the fan trays mounted on the top of the chassis, skip to step 8; otherwise, go to step 5.

Loosen the two flat-head screws that fasten the fan tray containing the failed fan to the chassis.
Unplug the fan cables from the backplane.

Carefully pull the fan tray out of the chassis and set the tray on a workbench.

NOTE: The fastener push-ons that fasten the fans to the fan rack may catch on the chassis. In this case,
gently move the fan rack from side to side as you pull the rack back to free it from the chassis.

Use the wire cutters to cut the tie wraps fastening the wires of the two fans together.

Gently use the wire cutters or similar tool to remove the four plastic fastener push-ons that fasten the failed
fan to the rear panel or fan tray.

NOTE: Be careful when removing the fastener push-ons. They are reusable.

Remove the fan.

Align the new fan over the fastener holes on the rear panel or fan tray, then insert the fastener push-ons to
fasten the new fan in place.

Fasten new tie wraps around the wires to keep them neatly together and away from other components.

If you replaced a fan on the rear panel and did not remove the fan tray in the side of the chassis, skip to step
15; otherwise, go to step 14.

Gently reinsert the fan tray into the chassis and tighten both screws.

Plug the fan cables onto the three-pin connectors on the backplane.

CAUTION: When you connect a fan cable to a fan connector on the backplane, make sure the red wire in the
connector is on the right side (for horizontally oriented connectors) or facing down (for vertically oriented con-
nectors). If you accidentally reverse the wires, the fan will not operate.

Also, make sure the fan cable connector is seated over all three pins on the backplane connector.

Align the rear panel over the rear screw holes.
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17.
18.

19.
20.

Screw the 34 Phillips-head screws back in.

Verify that all chassis modules and power supplies are fully seated and all cover plates and panels are fully
fastened.

Reconnect the power cables and power on the chassis.

Access the CLI and enter the show chassis command to verify that all fans are now operating normally.

Replacing a Fan Tray (15-Slot Chassis Devices Only)

The 15-slot Chassis devices contain field-upgradable, hot-swappable fans. If a fan fails, you can remove the fan
tray and replace it with a new fan tray without powering off the chassis device.

NOTE: To avoid overheating, do not leave the chassis powered on for more than a few minutes without a fan tray
installed.

To replace a fan in a 15-slot chassis:

1.

3
4.
5
6

Put on an ESD wrist strap and attach the clip end to a metal surface (such as an equipment rack) to act as
ground.

WARNING: To avoid risk of shock, do not attach the clip end to the air flow panel of the power supply.

Loosen the two screws on the fan tray. The fan tray is located above the power supply bays and below the air
filter tray.

Carefully pull the fan tray out of the chassis and set the tray on a workbench or other static-free area.
Insert the new fan tray into the fan tray slot and push it in until the face plate is flush with the chassis.
Tighten the two screws on the fan tray.

Access the CLI and enter the show chassis command to verify that all fans are operating normally.

Verifying Proper Operation

After you have installed any modules or redundant power supplies, but before mounting the device in its network
location, verify that the device is working properly by plugging it into a power source and verifying that it passes its
self test.

If your device has more than one power supply installed, repeat this procedure for each power supply.

1.

Connect the power cord supplied with the device to the power connector on the power supply on the front of
the device.

Insert the other end into a properly grounded electrical outlet.

Verify that the LED on each power supply is a solid green.

NOTE: The devices do not have power switches. They power on when you connect a power cord to the
device and to a power source.

If your installation requires a different power cord than that supplied with the device, make sure you obtain a
power cord displaying the mark of the safety agency that defines the regulations for power cords in your
country. The mark is your assurance that the power cord can be used safely with the device.

Verify proper operation by observing the LEDs:

e Chassis devices — Make sure the LED on each power supply is a solid green. Also make sure that some
of the port LEDs on each module momentarily light up. The LEDs indicate that the device is performing
diagnostics. After the diagnostics are complete, the LEDs will be dark except for the ones that are
attached by cables to other devices. If the links on these cables are good and the connected device is
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powered on, the link LEDs will light.

NOTE: |If all of the LEDs on a module do not light up during the diagnostics, this does not indicate an error.
Only some of the LEDs are lighted during the diagnostics.

*  Fixed-port devices (Stackable devices) — All the port LEDs should flash momentarily, usually in
sequence, while the device performs diagnostics. After the diagnostics are complete, the LEDs will be
dark except for the ones that are attached by cables to other devices. If the links on these cables are
good and the connected device is powered on, the link LEDs will light.

For more details on specific LED conditions after system start-up, see “Hardware Specifications” on page B-
1.

Attaching a PC or Terminal

To assign an IP address, you must have access to the Command Line Interface (CLI). The CLlI is a text-based
interface that can be accessed through a direct serial connection to the device and through Telnet connections.
The CLlI is described in detail in the Foundry Switch and Router Command Line Interface Reference.

You need to assign an IP address using the CLI. You can access the CLI by attaching a serial cable to the
Console port. After you assign an IP address, you can access the system through Telnet, the Web management
interface, or IronView Network Manager.

To attach a management station using the serial port:

1.

Connect a PC or terminal to the serial port of the system using a straight-through cable. The serial port has a
male DB-9 connector.

NOTE: You need to run a terminal emulation program on the PC.

Open the terminal emulation program and set the session parameters as follows:
* Baud: 9600 bps

e Data bits: 8

e Parity: None

e  Stop bits: 1

o Flow control: None

When you establish the serial connection to the system, press Enter to display one of the following CLI prompts in
the terminal emulation window:

< Biglron>

Fastlron>

= Fastlronll>
- F14802>

= F14802-PREM>
= Netlron>

= Serverlron>

e Turbolron>

NOTE: If you install Layer 2 Switch code on a Layer 3 Switch, the command prompt begins with “SW-" to
indicate the software change. This is true even if you change the system name. If you install Base Layer 3
code, the prompt begins with “BR-".
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If you see one of these prompts, you are now connected to the system and can proceed to “Assigning Permanent
Passwords” on page 2-19.

You can customize the prompt by changing the system name. See “Entering System Administration Information”
on page 9-4.

If you do not see one of these prompts:
1. Make sure the cable is securely connected to your PC and to the Foundry system.

2. Check the settings in your terminal emulation program. In addition to the session settings listed above, make
sure the terminal emulation session is running on the same serial port you attached to the Foundry system.

The EIA/TIA 232 serial communication port serves as a connection point for management by a PC or SNMP
workstation. Foundry switches and Layer 3 Switches come with a standard male DB-9 connector, shown in
Figure 2.6.

Figure 2.6 Serial port pin and signalling details

Pin Assignment Pin Number Switch Signal
1 DB-9 male 5 1 Reserved
2 TXD (output)
3 RXD (input)
4 Reserved
CRC RC RCRC ) 2 gND g
eserve
GO 7 CTS (input)
S —— 8 RTS (OUtpUt)
9 Reserved
6 9

Most PC serial ports also require a cable with a female DB-9 connector.
Terminal connections will vary, requiring either a DB-9 or DB-25 connector, male or female.

Serial cable options between a Foundry switch or router and a PC or terminal are shown in Figure 2.7.

NOTE: As indicated in Figure 2.6 and Figure 2.7, some of the wires should not be connected. If you do connect
the wires that are labeled “Reserved”, you might get unexpected results with some terminals.
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Figure 2.7 Serial port pin assignments showing cable connection options to a terminal or PC

DB-9 to DB-9 DB-9 to DB-25
Female Switch Terminal or PC Female Switch Terminal or PC
1 Reserved 1 1 Reserved 8
> 2 P> 3
3« 3 3 < 2
Reserved 4 Reserved 20
5
Reserved 6 Reserved
7 < 7 7 ¢
P> 8 > 5
Reserved 9 Reserved 22

Assigning Permanent Passwords

The CLI contains the following access levels:

e EXEC at the User level — The level you enter when you first start a CLI session. At this level, you can view
some system information but you cannot configure system or port parameters.

e EXEC at the Privileged level — This level is also called the Enable level and can be secured by a password.
You can perform tasks such as manage files on the flash module, save the system configuration to flash, and
clear caches at this level.

e  CONFIG — The configuration level. This level lets you configure the system’s IP address and configure
switching and routing features. To access the CONFIG mode, you must already be logged into the Privileged
level of the EXEC mode.

By default, there are no CLI passwords. To secure CLI access, you must assign passwords. See the Foundry
Security Guide.

NOTE: You cannot assign a password using the Web management interface. You can assign passwords using
the IronView Network Manager if an Enable password for a Super User is already configured on the device.

You can set the following levels of Enable passwords:

e Super User — Allows complete read-and-write access to the system. This is generally for system
administrators and is the only password level that allows you to configure passwords.

NOTE: You must set a super user password before you can set other types of passwords.

*  Port Configuration — Allows read-and-write access for specific ports but not for global (system-wide)
parameters.

* Read Only — Allows access to the Privileged EXEC mode and CONFIG mode but only with read access.
USING THE CLI

To set passwords:

1. At the opening CLI prompt, enter the following command to change to the Privileged level of the EXEC mode:

Biglron> enable
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2. Access the CONFIG level of the CLI by entering the following command:
Biglron# configure terminal
Biglron(config)#

3. Enter the following command to set the super-user password:

Biglron(config)# enable super-user-password <text>

NOTE: You must set the super-user password before you can set other types of passwords.

4. Enter the following commands to set the port configuration and read-only passwords:
Biglron(config)# enable port-config-password <text>

Biglron(config)# enable read-only-password <text>

NOTE: If you forget your super-user password, see the Release Notes.

Syntax: enable super-user-password | read-only-password | port-config-password <text>

Passwords can be up to 32 characters long.

Configuring IP Addresses

You must configure at least one IP address using the serial connection to the CLI before you can manage the
system using the other management interfaces. In addition, Foundry routers require an IP sub-net address for the
sub-net in which you plan to place them in your network.

Foundry devices support both classical IP network masks (Class A, B, and C sub-net masks, and so on) and
Classless Interdomain Routing (CIDR) network prefix masks.

* To enter a classical network mask, enter the mask in IP address format. For example, enter
“209.157.22.99 255.255.255.0” for an IP address with a Class-C sub-net mask.

* To enter a prefix number for a network mask, enter a forward slash (/) and the number of bits in the mask
immediately after the IP address. For example, enter “209.157.22.99/24” for an IP address that has a network
mask with 24 significant (“mask”) bits.

By default, the CLI displays network masks in classical IP address format (example: 255.255.255.0). You can
change the display to the prefix format. See the “Configuring IP” chapter in the Foundry Enterprise Configuration
and Management Guide.

NOTE: If your network uses a BootStrap Protocol (BootP) server or a Dynamic Host Configuration Protocol
(DHCP) server, you can allow the Foundry device to obtain IP addresses for the hosts on the network.

Layer 3 Switches

Before attaching equipment to a Foundry router, you must assign an interface IP address to the sub-net on which
the router will be located. You must use the serial connection to assign the first IP address. For subsequent
addresses, you also can use the CLI through Telnet or the Web management interface.

By default, you can configure up to 24 IP interfaces on each port, virtual routing interface, and loopback interface.
On Stackable Layer 3 Switches, you can increase this amount to up to 64 IP sub-net addresses per port by
increasing the size of the sub-net-per-interface table. See “Displaying and Modifying System Parameter Default
Settings” on page 9-48.

The following procedure shows how to add an IP address and mask to a router port.
1. At the opening CLI prompt, enter enable.

Biglron> enable
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2. Enter the following command at the Privileged EXEC level prompt (for example, Biglron#), then press Enter.
This command erases the factory test configuration if still present:

Biglron# erase startup-config

CAUTION: Use the erase startup-config command only for new systems. If you enter this command on a
system you have already configured, the command erases the configuration. If you accidentally do erase the
configuration on a configured system, enter the write memory command to save the running configuration to
the startup-config file.

3. Access the configuration level of the CLI by entering the following command:
Biglron# configure terminal Privileged EXEC Level
Biglron(config)# Global CONFIG Level

4. Configure the IP addresses and mask addresses for the interfaces on the router.
Biglron(config)# int e 1/5
Biglron(config-if-1/5)# ip address 192.22.3.44 255.255.255.0

NOTE: You can use the syntax ip address <ip-addr>/<mask-bits> if you know the sub-net mask length. In
the above example, you could enter ip address 192.22.3.44/24.

Syntax: enable [<password>]

Syntax: configure terminal

Syntax: [no] ip address <ip-addr> <ip-mask> [secondary]
or

Syntax: [no] ip address <ip-addr>/<mask-bits> [secondary]

Use the secondary parameter if you have already configured an IP address within the same sub-net on the
interface.

Layer 2 Switches

To configure an IP Address to a Foundry switch:
1. At the opening CLI prompt, enter enable.
Fastlronll> enable

2. Enter the following command at the Privileged EXEC level prompt (for example, Fastlronl 1#), then press
Enter. This command erases the factory test configuration if still present:

Fastlronl1# erase startup-config

CAUTION: Use the erase startup-config command only for new systems. If you enter this command on a
system you have already configured, the command erases the configuration. If you accidentally do erase the
configuration on a configured system, enter the write memory command to save the running configuration to
the startup-config file.

3. Access the configuration level of the CLI by entering the following command:
Fastlronl1# configure terminal Privileged EXEC Level
Fastlronl1 (config)# Global CONFIG Level

4. Configure the IP address and mask for the switch.

Fastlronll(config)# ip address 192.22.3.44 255.255.255.0
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5. Set a default gateway address for the switch.

Fastlronll(config)# ip default-gateway 192.22.3.1

NOTE: You do not need to assign a default gateway address for single sub-net networks.

Syntax: enable [<password>]

Syntax: configure terminal

Syntax: [no] ip address <ip-addr> <ip-mask>
or

Syntax: [no] ip address <ip-addr>/<mask-bits>

Syntax: ip default-gateway <ip-addr>

Mounting the Chassis or Stackable Device

You can install Foundry systems on a desktop or in an equipment rack.

WARNING: The Chassis devices are very heavy, especially when fully populated with modules and power
supplies. TWO OR MORE PEOPLE ARE REQUIRED WHEN LIFTING, HANDLING, OR MOUNTING THESE
DEVICES.

WARNING: Do not use the handles on the power supply units to lift or carry Chassis devices.

WARNING: Make sure the rack or cabinet housing the device is adequately secured to prevent it from becoming
unstable or falling over.

WARNING: Mount the devices you install in a rack or cabinet as low as possible. Place the heaviest device at the
bottom and progressively place lighter devices above.

Desktop Installation

1. Set the device on a flat desktop, table, or shelf. Make sure that adequate ventilation is provided for the
system — a 3-inch clearance is recommended on each side.

2. Go to “Testing Connectivity” on page 2-29.

Rack Mount Installation — Chassis Devices

1. Remove the rack mount kit from the shipping carton. The kit should include two L-shaped mounting brackets
and mounting screws.

NOTE: You need a #2 Phillips-head screwdriver for installation.

2. Attach the mounting brackets to the sides of the device as illustrated in Figure 2.8.
3. Attach the system in the rack as illustrated in Figure 2.8.

Go to “Powering On a System” on page 2-24.
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Figure 2.8
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Rack Mount Installation — Stackable Devices

NOTE: You need a #2 Phillips-head screwdriver for installation.

1. Remove the rack mount kit from the shipping carton. The kit contains two L-shaped mounting brackets and

mounting screws.

2. Attach the mounting brackets to the sides of the device as illustrated in Figure 2.9.

3. Attach the device in the rack as illustrated in Figure 2.9.

4. Proceed to “Testing Connectivity” on page 2-29.

NOTE: If you are installing a Chassis device, see “Installing or Removing Optional Modules (Chassis Devices
Only)” on page 2-5 and “Installing or Removing Redundant Power Supplies (Chassis Devices Only)” on page 2-6

before proceeding to “Testing Connectivity” on page 2-29.
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Figure 2.9 Installing a Stackable device in a rack mount
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Powering On a System

After you complete the physical installation of the system, you can power on the system.

1.

Ensure that all modules and power supplies are fully and properly inserted and no module slots or power
supply slots are uncovered.

CAUTION: Never leave tools inside the chassis.

Remove the power cord from the shipping package.

Attach the AC power cable to the AC connector on the rear panel. For Chassis devices, the AC connector is
located on the front of the Chassis device, embedded within each power supply.

Insert the power cable plug into a 115V/120V outlet.

NOTE: When you power on a Chassis device that requires multiple power supplies, make sure you apply
power to all the supplies (or at least the minimum number of supplies required for your configuration) at the
same time. Otherwise, the device either will not boot at all, or will boot and then repeatedly display a warning
message stating that you need to add more power supplies.

NOTE: Foundry devices are designed to provide uninterrupted service even when you insert or remove
modules. Therefore, the systems do not have separate on/off power switches. To turn the system off, simply
unplug the power cord(s).

NOTE: The socket should be installed near the equipment and should be easily accessible.

NOTE: If the outlet is not rated 115/120V, stop and get the appropriate cable for the outlet.
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Connecting Network Devices

Foundry devices can support connections to other vendors’ routers, switches, and hubs as well other Foundry
devices.

Connectors

10BaseT/100BaseTX ports come with RJ45 jacks for standard unshielded twisted pair (UTP/Category 5)
cable connections.

100BaseFX ports come equipped with MT-RJ connectors.
1000BaseSX ports come equipped with SC connectors.
1000BaseLX ports come equipped with SC connectors.
1000BaselLH ports come equipped with SC connectors.
1000BaseT ports come equipped with RJ-45 connectors.

Figure 2.10  Pin assignment and signalling for 10/100BaseTX and 1000BaseT ports

10BaseT 100BaseTX and 1000BaseT
Pin Assignment Pin Number MDI-X ports Pin Number MDI-X ports
1 RD+ 1 RD+
B 2 RD- 2 RD-
3 TD+ 3 TD+
8 ”””” ! 4 Not used 4 CMT
5 Not used 5 CMT
6 TD- 6 TD-
1 LI 8 7 Not used 7 CMT
8 Not used 8 CMT
M

Cable Length

100BaseTX: Cable length should not exceed 100 meters.

1000BaseTX: Cable length should not exceed 100 meters.

100BaseFX: Cable length should not exceed 2 kilometers.

1000BaseSX: Cable length should not exceed 550 meters when operating with multi-mode cabling.
1000BaseLX:

e Cable length of 2 — 550 meters is supported on 62.5 um multi-mode fiber (MMF) cabling.

e Cable length of 2 — 550 meters is supported on 50 um multi-mode fiber (MMF) cabling.

e Cable length of 2 — 5000 meters is supported on 9 um single-mode fiber (SMF) cabling.
1000BaselLH: Cable length should not exceed 70 kilometers for LHA or 150 kilometers for LHB.
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Table 2.3: Cable length summary table

Fiber Type Core Modal Minimum
Diameter Bandwidth Range
(microns) (MHz*km) (meters)
1000BaseSX MMF 62.5 160 2 _ 2002
MMF 62.5 200 2 _o75b
MMF 50 400 2-500
MMF 50 500 2 _550°
1000BaselLX MMF 62.5 500 2-550
MMF 50 400 2 -550
MMF 50 500 2-550
SMF 9 n/a 2 -5000
1000BaseLHA SMF 9 n/a 2 -70000
(70km)
1000BaselLHB SMF 9 n/a 2 -150000
(150km)
a. The TIA 568 building wiring standard specifies 160/500 MHz*km MMF (Multi-mode
Fiber).
b. The international ISO/IEC 11801 building wiring standard specifies 200/500
MHz*km MMF.

c. The ANSI Fibre Channel specification specifies 500/500 MHz*km 50 micron MMF
and 500/500 MHz*km fiber has been proposed for addition to ISO/IEC 11801.

NOTE: Cable installation and network configuration will affect overall transmission capability. The numbers
provided above represent the accepted recommendations of the various standards. For network-specific
recommendations, consult your local Foundry reseller or system engineer.

Connecting to Ethernet or Fast Ethernet Hubs

For connections to Ethernet hubs, a 10/100BaseTX or 1000BaseT switch, or another Foundry device, a crossover
cable is required (Figure 2.11 or Figure 2.12). If the hub is equipped with an uplink port, it will require a straight-
through cable instead of a crossover cable.
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Figure 2.11  UTP crossover cable
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Figure 2.12 Cat-5 crossover cable for 1000BaseT
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NOTE: The 802.3ab standard calls for automatic negotiation of the connection between two 1000BaseT ports.
Consequently, a crossover cable may not be required; a straight-through cable may work as well.

Connecting to Workstations, Servers, or Routers

Straight-through UTP cabling is required for direct UTP attachment to workstations, servers, or routers using
network interface cards (NICs).

Fiber cabling with SC connectors is required for direct attachment to Gigabit NICs or switches and routers.

Installing or Removing a GBIC

Some modules use Gigabit Interface Converters (GBICs) or miniature GBICs (mini-GBICs), which are individually
insertable and removable port connectors. To insert or remove a GBIC or mini-GBIC, use the following
procedures.

WARNING: All fiber-optic interfaces use Class 1 Lasers.

NOTE: See “Installation Precautions” on page 2-3 for other hardware installation precautions.
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NOTE: The procedures for GBICs and mini-GBICs are different. Use the procedure that applies to the type of
GBIC on your module.

Installing or Removing a Standard GBIC
To install a GBIC:

1.

4.
5.

Put on an electrostatic discharge (ESD) wrist strap and attach the clip end to a metal surface (such as an
equipment rack) to act as ground.

Remove the GBIC from its protective packaging.

Gently insert the GBIC into the slot on the front panel of the module until the GBIC clicks into place. The
GBICs are keyed to prevent incorrect insertion.

Remove the protective covering from the port connectors and store the covering for future use.

Insert the interface cable.

To remove a GBIC:

1.

2
3.
4.
5

Put on an ESD wrist strap and attach the clip end to a metal surface (such as an equipment rack) to act as
ground.

Disconnect the interface cable from the GBIC.
Insert the protective covering into the port connectors.
Squeeze and hold the tabs on each side of the GBIC, then gently pull the GBIC out of the module.

Store the GBIC in a safe, static-free place.

Installing or Removing a Mini-GBIC

To install a mini-GBIC:

1.

4.
5.

Put on an electrostatic discharge (ESD) wrist strap and attach the clip end to a metal surface (such as an
equipment rack) to act as ground.

Remove the mini-GBIC from its protective packaging.

Gently insert the mini-GBIC into the slot on the front panel of the module until the mini-GBIC clicks into place.
The mini-GBICs are keyed to prevent incorrect insertion. A tab on the bottom of the mini-GBIC locks the mini-
GBIC to the front panel of the module.

Remove the protective covering from the port connectors and store the covering for future use.

Insert the interface cable.

To remove a mini-GBIC:

1.

5.
6.

Put on an ESD wrist strap and attach the clip end to a metal surface (such as an equipment rack) to act as
ground.

Disconnect the interface cable from the mini-GBIC.
Insert the protective covering into the port connectors.

Pull the sliding tab on the bottom of the mini-GBIC forward, away from the front panel of the module. Pulling
this tab unlocks the mini-GBIC from the front panel.

Pull the mini-GBIC out of the module.

Store the mini-GBIC in a safe, static-free place.

Troubleshooting Network Connections

For the indicated port, verify that both ends of the cabling (at the device and the connected device) are snug.

Verify the connected device and device are both powered on and operating correctly.
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*  Verify that you have used the correct cable type for the connection:
*  For twisted-pair connections to an end node, use straight-through cabling.

*  For fiber-optic connections, verify that the transmit port on the device is connected to the receive port on
the connected device, and that the receive port on device is connected to the transmit port on the
connected device.

*  \Verify that the port has not been disabled through a configuration change. You can use the CLI. If you have
configured an IP address on the device, you also can use the Web management interface or IronView
Network Manager.

e If the other procedures don’t resolve the problem, try using a different port or a different cable.

Testing Connectivity

After you install the network cables, you can test network connectivity to other devices by pinging those devices.
You also can perform trace routes.

Pinging an IP Address

To verify that a Foundry device can reach another device through the network, enter a command such as the
following at any level of the CLI on the Foundry device:

Biglron> ping 192.33.4.7

Syntax: ping <ip addr> | <hostname> [source <ip addr>] [count <num>] [timeout <msec>] [ttl <num>] [size <byte>]
[quiet] [numeric] [no-fragment] [verify] [data <1-to-4 byte hex>] [brief]

See the Foundry Switch and Router Command Line Interface Reference for information about the parameters.

NOTE: If you address the ping to the IP broadcast address, the device lists the first four responses to the ping.

Tracing a Route

To determine the path through which a Foundry device can reach another device, enter a command such as the
following at any level of the CLI on the Foundry device:

Biglron> traceroute 192.33.4.7

Syntax: traceroute <host-ip-addr> icmp | udp [dest-UDP-port] [maxttl <value>] [minttl <value>] [numeric] [timeout
<value>] [source-ip <ip addr>]

NOTE: icmp and udp options are supported in releases 07.8.00 and later.

The CLI displays trace route information for each hop as soon as the information is received. Traceroute requests
display all responses to a given TTL. In addition, if there are multiple equal-cost routes to the destination, the
Foundry device displays up to three responses by default.

See the Foundry Switch and Router Command Line Interface Reference for information about the command
syntax.

Managing the Device

You can manage a Foundry device using any of the following applications:

e Command Line Interface (CLI) — a text-based interface accessible through a direct serial connection or a
Telnet session.

* Web management interface — A GUI-based management interface accessible through an HTTP (web
browser) connection.

* lronView Network Manager — An optional SNMP-based standalone GUI application.
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Logging on Through the CLI

Once an IP address is assigned to a Layer 2 Switch or Serverlron or to an interface on the Layer 3 Switch, you can
access the CLI either through the direct serial connection to the device or through a local or remote Telnet
session.

You can initiate a local Telnet or SNMP connection by attaching a straight-through RJ-45 cable to a port and
specifying the assigned management station IP address.

The commands in the CLI are organized into the following levels:
e User EXEC - Lets you display information and perform basic tasks such as pings and traceroutes.

*  Privileged EXEC — Lets you use the same commands as those at the User EXEC level plus configuration
commands that do not require saving the changes to the system-config file.

* CONFIG - Lets you make configuration changes to the device. To save the changes across reboots, you
need to save them to the system-config file. The CONFIG level contains sub-levels for individual ports, for
VLANS, for routing protocols, and other configuration areas.

NOTE: By default, any user who can open a serial or Telnet connection to the Foundry device can access all
these CLI levels. To secure access, you can configure Enable passwords or local user accounts, or you can
configure the device to use a RADIUS or TACACS/TACACS+ server for authentication. See the Foundry Security
Guide.

On-Line Help

To display a list of available commands or command options, enter “?” or press Tab. If you have not entered part
of a command at the command prompt, all the commands supported at the current CLI level are listed. If you
enter part of a command, then enter “?” or press Tab, the CLI lists the options you can enter at this point in the
command string.

If you enter an invalid command followed by ?, a message appears indicating the command was unrecognized.
For example:

Biglron(config)# rooter ip
Unrecognized command

Command Completion

The CLI supports command completion, so you do not need to enter the entire name of a command or option. As
long as you enter enough characters of the command or option name to avoid ambiguity with other commands or
options, the CLI understands what you are typing.

Scroll Control

By default, the CLI uses a page mode to paginate displays that are longer than the number of rows in your
terminal emulation window. For example, if you display a list of all the commands at the global CONFIG level but
your terminal emulation window does not have enough rows to display them all at once, the page mode stops the
display and lists your choices for continuing the display.

Here is an example:

aaa
all-client
appletalk
arp

boot

some lines omitted for brevity...

ipXx
lock-address
logging

mac
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--More--, next page: Space, next line:

Return key, quit: Control-c

The software provides the following scrolling options:

* Press the Space bar to display the next page (one screen at time).

*  Press the Return or Enter key to display the next line (one line at a time).

e Press Ctrl-C or Q to cancel the display.

Line Editing Commands

The CLI supports the following line editing commands. To enter a line-editing command, use the CTRL-key
combination for the command by pressing and holding the CTRL key, then pressing the letter associated with the

command.

Table 2.4: CLI Line Editing Commands

Ctrl-Key Combination

Description

Ctrl-A Moves to the first character on the command line.

Ctrl-B Moves the cursor back one character.

Ctrl-C Escapes and terminates command prompts and ongoing tasks
(such as lengthy displays), and displays a fresh command prompt.

Ctrl-D Deletes the character at the cursor.

Ctrl-E Moves to the end of the current command line.

Ctrl-F Moves the cursor forward one character.

Ctrl-K Deletes all characters from the cursor to the end of the command
line.

Ctrl-L; Ctrl-R Repeats the current command line on a new line.

Ctrl-N Enters the next command line in the history buffer.

Ctrl-P Enters the previous command line in the history buffer.

Ctrl-U; Ctrl-X Deletes all characters from the cursor to the beginning of the
command line.

Ctrl-W Deletes the last word you typed.

Ctrl-Z Moves from any CONFIG level of the CLI to the Privileged EXEC

level; at the Privileged EXEC level, moves to the User EXEC level.

For a complete list of CLI commands and syntax information for each command, see the Foundry Switch and
Router Command Line Interface Reference.

Searching and Filtering Output from CLI Commands

You can filter CLI output from show commands and at the --More-- prompt. You can search for individual
characters, strings, or construct complex regular expressions to filter the output.

Searching and Filtering Output from show commands

You can filter output from show commands to display lines containing a specified string, lines that do not contain a
specified string, or output starting with a line containing a specified string. The search string is a regular
expression consisting of a single character or string of characters. You can use special characters to construct
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complex regular expressions. See “Using Special Characters in Regular Expressions” on page 2-34 for
information on special characters used with regular expressions.

Displaying Lines Containing a Specified String
The following command filters the output of the show interface command for port 3/11 so it displays only lines
containing the word “Internet”. This command can be used to display the IP address of the interface.

Biglron# show interface e 3/11 | include Internet
Internet address is 192.168.1.11/24, MTU 1518 bytes, encapsulation ethernet

Syntax: <show-command> | include <regular-expression>

NOTE: The vertical bar (1) is part of the command.

Note that the regular expression specified as the search string is case sensitive. In the example above, a search
string of “Internet” would match the line containing the IP address, but a search string of “internet” would not.

Displaying Lines That Do Not Contain a Specified String

The following command filters the output of the show who command so it displays only lines that do not contain
the word “closed”. This command can be used to display open connections to the Foundry device.

Biglron# show who | exclude closed

Console connections:
established
you are connecting to this session
2 seconds in idle

Telnet connections (inbound):

1 established, client ip address 192.168.9.37

27 seconds in idle

Telnet connection (outbound):

SSH connections:

Syntax: <show-command> | exclude <regular-expression>

Displaying Lines Starting with a Specified String

The following command filters the output of the show who command so it displays output starting with the first line
that contains the word “SSH”. This command can be used to display information about SSH connections to the
Foundry device.

Biglron# show who | begin SSH
SSH connections:
1 established, client ip address 192.168.9.210
7 seconds in idle
closed
closed
closed
closed

ab~wN

Syntax: <show-command> | begin <regular-expression>
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Searching and Filtering Output at the --More-- Prompt

The --More-- prompt is displayed when output extends beyond a single page. From this prompt, you can press the
Space bar to display the next page, the Return or Enter key to display the next line, or Ctrl-C or Q to cancel the
display. In addition, you can search and filter output from this prompt. For example:

Biglron# ?
append

appletalk-ping

atm
attrib
boot
cd
chdir
clear
clock

configure

copy
debug

delete
dir
disable
enable
erase
exit
fastboot
format
gignpa
hd

kill

Append one file to another

Ping AppleTalk node

ATM commands

Change flash card file attribute

Boot system from bootp/tftp server/flash image
Change flash card working slot or current directory
Change flash card working slot or current directory
Clear table/statistics/keys

Set clock

Enter configuration mode

Copy between flash, flash card, tftp, config/code
Enable debugging functions (see also "undebug®)
Delete flash card files

List flash card files

Disable a module before removing it

Enable a disabled module

Erase image/configuration from flash

Exit Privileged mode

Select fast-reload option

Format flash card

Gigabit processor commands

Display hex dump of flash card file

Kill active CLI session

--More--, next page: Space, next line: Return key, quit: Control-c

At the --More-- prompt, you can press the forward slash key (/) and then enter a search string. The Foundry
device displays output starting from the first line that contains the search string, similar to the begin option for
show commands. For example:

--More--, next page: Space, next line: Return key, quit: Control-c

/telnet

The results of the search are displayed:

searching. ..

telnet

temperature

terminal

traceroute

undebug
undelete
whois
write

Telnet by name or IP address

temperature sensor commands

display syslog

TraceRoute to IP node

Disable debugging functions (see also “debug-)
Undelete flash card files

WHOIS lookup

Write running configuration to flash or terminal

To display lines containing only a specified search string (similar to the include option for show commands) press
the plus sign key ( + ) at the --More-- prompt and then enter the search string.

--More--, next page: Space, next line: Return key, quit: Control-c

+telnet
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The filtered results are displayed:

Ffiltering...
telnet Telnet by name or IP address

To display lines that do not contain a specified search string (similar to the exclude option for show commands)
press the minus sign key ( - ) at the --More-- prompt and then enter the search string.

--More--, next page: Space, next line: Return key, quit: Control-c
-telnet

The filtered results are displayed:

filtering...
sync-standby Synchronize active and standby module
temperature temperature sensor commands
terminal display syslog
traceroute TraceRoute to IP node
undebug Disable debugging functions (see also "debug”®)
undelete Undelete flash card files
whois WHOIS lookup
write Write running configuration to flash or terminal

As with the commands for filtering output from show commands, the search string is a regular expression
consisting of a single character or string of characters. You can use special characters to construct complex
regular expressions. See the next section for information on special characters used with regular expressions.

Using Special Characters in Regular Expressions

You use a regular expression to specify a single character or multiple characters as a search string. In addition,
you can include special characters that influence the way the software matches the output against the search
string. These special characters are listed in the following table.

Table 2.5: Special Characters for Regular Expressions

Character Operation

The period matches on any single character, including a blank space.

T ” o«

For example, the following regular expression matches “aaz”, “abz”, “acz”, and so on, but
not just “az”™

a.z

* The asterisk matches on zero or more sequential instances of a pattern.

For example, the following regular expression matches output that contains the string
“abc”, followed by zero or more Xs:

abcX*

+ The plus sign matches on one or more sequential instances of a pattern.

For example, the following regular expression matches output that contains "de", followed

by a sequence of “g”s, such as “deg”, “degg”, “deggg”, and so on:

deg+
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Table 2.5: Special Characters for Regular Expressions (Continued)

Character Operation

? The question mark matches on zero occurrences or one occurrence of a pattern.
For example, the following regular expression matches output that contains "dg" or "deg":
de?g
Note: Normally when you type a question mark, the CLI lists the commands or options at
that CLI level that begin with the character or string you entered. However, if you enter Ctrl-
V and then type a question mark, the question mark is inserted into the command line,
allowing you to use it as part of a regular expression.

N A caret (when not used within brackets) matches on the beginning of an input string.
For example, the following regular expression matches output that begins with “deg”:
deg

$ A dollar sign matches on the end of an input string.

For example, the following regular expression matches output that ends with “deg”:
deg$

An underscore matches on one or more of the following:
¢ ,(comma)
e { (left curly brace)
e} (right curly brace)
¢ ( (left parenthesis)
e ) (right parenthesis)
¢ The beginning of the input string
e The end of the input string
e Ablank space

For example, the following regular expression matches on “100” but not on “1002”, “2100”,
and so on.

_100_

Square brackets enclose a range of single-character patterns.

For example, the following regular expression matches output that contains “1”, “2”, “3”, “4”,
or “5”:

(1-5]

You can use the following expression symbols within the brackets. These symbols are
allowed only inside the brackets.

¢ A —The caret matches on any characters except the ones in the brackets. For
example, the following regular expression matches output that does not contain “17,

“2”, “377’ H4H, or “57’:
(*1-5]
e - The hyphen separates the beginning and ending of a range of characters. A match

occurs if any of the characters within the range is present. See the example above.
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Table 2.5: Special Characters for Regular Expressions (Continued)

Character Operation

| A vertical bar separates two alternative values or sets of values. The output can match one
or the other value.

For example, the following regular expression matches output that contains either “abc” or
“defg™

abcldefg

() Parentheses allow you to create complex expressions.

For example, the following complex expression matches on “abc”, “abcabc”, or “defg”, but
not on “abcdefgdefg”:

((abc)+)I((defg)?)

If you want to filter for a special character instead of using the special character as described in the table above,
enter “\’ (backslash) in front of the character. For example, to filter on output containing an asterisk, enter the
asterisk portion of the regular expression as “\*”.

Biglron# show ip route bgp | include \*

Logging On Through the Web Management Interface

To use the Web management interface, open a web browser and enter the IP address of the Foundry device in
Location or Address field. The web browser contacts the Foundry device and displays a picture of the device’s
front panel dialog, as shown in Figure 2.13.

3 Banner - Microsoft Internet Explorer M= 3 I
J File Edit “iew Favortes Toolz Help |
b ="
¢ . > .0 e
Back Forward Stop  Refresh  Home Search Favortes  Higtory Frint
| Addhess @] hitp.//192.168.1.11/ x| @Be |J Links >

‘Welcome io Biglron!

4 of”

|&] Done |_|_|O Intemnet i

NOTE: If you are unable to connect with the device through a Web browser due to a proxy problem, it may be
necessary to set your Web browser to direct Internet access instead of using a proxy. For information on how to
change a proxy setting, refer to the on-line help provided with your Web browser.

To log in, click on the Login link. The following dialog is displayed.

2-36 © 2005 Foundry Networks, Inc. August 2005



Installing a Foundry Layer 2 Switch or Layer 3 Switch

Figure 2.13 Web management interface login dialog

Enter Network Password EHE

Fleaze type vour uzer name and password.
Site: 209.157.221

Fealm ‘web Management

User Mame Iset

Password I *******

[T Save this password in pour password list

()8 I Cancel |

By default, you can use the user name “get” and the default read-only password “public” for read-only access.
However, for read-write access, you must enter “set” for the user name, and enter a read-write community string
you have configured on the device for the password. There is no default read-write community string. You must
add one using the CLI. See the Foundry Security Guide.

As an alternative to using the SNMP community strings to log in, you can configure the Foundry device to secure
Web management access using local user accounts or Access Control Lists (ACLs). See the Foundry Security
Guide.

Specifying a TCP Port for Web Management Interface

Beginning with software release 07.7.00, you can also specify the TCP port that will be used to access a device’s
Web management interface by entering a command such as the following:

Biglron(config)# web-management tcp-port 168
Syntax: [no] web-management tcp-port <port-number>

The tep-port <port-number> option specifies the port to be used to access the device’s Web management
interface.

If IronView Network Manager is being used to manage the device, its Element Manager will query the device for
the Web management port before it sends HTTP packets to the device.

Navigating the Web Management Interface

When you log into a device, the System configuration panel is displayed. This panel allows you to enable or
disable major system features. You can return to this panel from any other panel by selecting the Home link.

The Site Map link gives you a view of all available options on a single screen.

The left pane of the Web management interface window contains a “tree view,” similar to the one found in
Windows Explorer. Configuration options are grouped into folders in the tree view. These folders, when
expanded, reveal additional options. To expand a folder, click on the plus sign to the left of the folder icon.

You can configure the appearance of the Web management interface by using one of the following methods.
USING THE CLI

Using the CLI, you can modify the appearance of the Web management interface with the web-management
command.

To cause the Web management interface to display the List view by default:
Biglron(config)# web-management list-menu

To disable the front panel frame:

Biglron(config)# no web-management front-panel

When you save the configuration with the write memory command, the changes will take place the next time you
start the Web management interface, or if you are currently running the Web management interface, the changes
will take place when you click the Refresh button on your browser.
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USING THE WEB MANAGEMENT INTERFACE

1.

o &M 0D

(Tree View shown)

Menu Frame

Click on the plus sign next to Configure in the tree view to expand the list of configuration options.

Click on the plus sign next to System in the tree view to expand the list of system configuration links.

Click on the plus sign next to Management in the tree view to expand the list of system management links.
Click on the Web Preference link to display the Web Management Preferences panel.

Enable or disable elements on the Web management interface by clicking on the appropriate radio buttons on
the panel. The following figure identifies the elements you can change.

R hatpc /209,157, 22, 2417 - Microsoft Intemet Explarer

aQ @ @ : Front Panel

| Bk o0 S Heeeh  How | Sewch Favbes Hitey | Pk
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@& Gagesl Page Memuz | © Duesile © Endbile
@ Ldonldigatior Frumt Panel Frame: | © Dissble © Zasble
S @ (P Adiess Bottom Frame: | Digenle & Brahle
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Commyni
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Trap
Trap Reg
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Wi Pred I [[PX |AFFLETALK [OSTF [RIP [DYMRP [PIM [FSRP BGP [YREP
Monitor-Show Statistic[Part|STF TFIP:Configuration|bnage

Bottom Frame

/

[HomeIGats Mgl Syve)[Frame EnableDesabls ITELNET]

/

&
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NOTE: The tree view is available when you use the Web management interface with Netscape 4.0 or higher
or Internet Explorer 4.0 or higher browsers. If you use the Web management interface with an older browser,
the Web management interface displays the List view only, and the Web Management Preferences panel
does not include an option to display the tree view.

When you have finished, click the Apply button on the panel, then click the Refresh button on your browser to
activate the changes.

To save the configuration, click the plus sign next to the Command folder, then click the Save to Flash link.

NOTE: The only changes that become permanent are the settings to the Menu Type and the Front Panel
Frame. Any other elements you enable or disable will go back to their default settings the next time you start
the Web management interface.

Traps and Syslog Message for Web Management Interface

Beginning with software release 07.7.00, the Web management interface sends trap and Syslog messages when
it is used to add, modify, or delete device configuration.
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For example, if you click the Add button on the configuration panel below, the message “The change has been
made.” appears at the top of the panel. Trap and Syslog messages are generated once a configuration change is
made.

|The change has heen made.

Port VLAN

VLAN Id: |2

Name: ||admin

|
|
| Qos: [15]
|

& Dizable ' Enable

Spanning Tree

Port Members

1 20 3 400 500 6 700 80
9100 117 1210 130 1417 1517 16
17018 197 207 2117 227 2317 24
2500 260 2700 2810 290 30 31 3210
3300 3407 350 36 370 380 39 40
417 4217 430 4417 451 46 470 48[
49 50

Clear |ﬂ| Modify | Delete | Resetl

[Show][Protocel VLAN]

[Heme[Site Wap [Logout][ Save [Frame Enable[Disable [TELNET]

Logging on Through IronView Network Manager Network Manager

See the Foundry IronView Network Management User’s Guide for information about using IronView Network
Manager.

Swapping Modules (Chassis devices only)

Use the following procedures to swap out an old module and insert a new one.

Removing the Old Module

To remove a management module, pull the module out of the Chassis device.

To remove a forwarding module from a Chassis device, disable the module first before removing it from the
Chassis device. Disabling the module before removing it prevents a brief service interruption on other forwarding

modules. The brief interruption can be caused by the Chassis device reinitializing other modules in the chassis
when you remove an enabled module.

NOTE: The disable module and enable module commands are not applicable to management modules. You
do not need to disable a management module in software before removing it.

To disable a forwarding module, enter a command such as the following at the Privileged EXEC level of the CLI:
Biglron# disable module 3

This command disables the module in slot 3.

Syntax: disable module <slot-num>

The <slot-num> parameter specifies the slot number.
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* Slots in a 4-slot chassis are numbered 1 — 4, from top to bottom.
e  Slots in an 8-slot chassis are numbered 1 — 8, from left to right.

e  Slots in a 15-slot chassis are numbered 1 — 15, from left to right.

NOTE: If you remove the module without first disabling it, the chassis re-initializes the other modules in the
chassis, causing a brief interruption in service after which the chassis resumes normal operation.

If you decide after disabling a module that you do not want to remove the module, re-enable the module using the
following command:

Biglron# enable module 3

Syntax: enable module <slot-num>

NOTE: You do not need to enable a module after inserting it in the chassis. The module is automatically enabled
when you insert the module into a live chassis or when you power on the chassis.

NOTE: On all Chassis devices, if you plan to replace the removed module with a different type of module, you
must configure the slot for the module. To configure a slot for a module, use the module command at the global
CONFIG level of the CLI. See “Adding the New Module”.

Adding the New Module

After you physically insert a module into the Chassis device, you need to enter the location and type of module in
the software if that slot was previously configured for a different module type.

e Slots in a 4-slot chassis are numbered 1 — 4, from top to bottom.
*  Slots in an 8-slot chassis are numbered 1 — 8, from left to right.

* Slots in a 15-slot chassis are numbered 1 — 15, from left to right.

NOTE: If the slot has never contained a module or you are swapping in exactly the same type of module, you do
not need to use the module command. The slot requires configuration only if it has already been configured for
another type of module.

USING THE CLI

To add a module to a Chassis device:

Biglron(config)# module 3 bi-8-port-gig-management-module
Syntax: module <slot-num> <module-type>

The <slot-num> parameter indicates the chassis slot number.

The <module-type> parameter specifies the platform, module type, and port configuration of the module.

NOTE: Module options that begin with “bi” and are for the Management 4 module also are applicable to the
Netlron Internet Backbone router.

USING THE WEB MANAGEMENT INTERFACE
To configure a chassis slot for a module:

1. Log on to the device using a valid user name and password for read-write access. The System configuration
panel is displayed.
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2. Click on the Module link to display the Module panel, as shown in the following example.

Module
Module Ports|Starting MAC -
| [BEGM Biber Mansgement Module|OK. |8 00e0,5260.400) L0ote |

5 one Delete

3 [B24E Copper Switch Module  |OK |24 0060, 520 440 | 0tie

EEE

4 [B24E Copper Switch Module [0 (24 ||0060. 5280 450 2ot

5 [Hone ml
6_ MNone ml
?_ None ml
8_ None ml
Ports|Starting MAC -

Add Medule

[Heme[Site Wap [Logout][ Save [Frame Enable[Disable [TELWET]

3. Click the Add Module link to display the following panel.

Module

‘ Slot: ‘m

|Module Type: ||hi-B-pon-gig-management-module

ﬂl Deletel Resetl

Show

Le

[Heme[Site Wap [Logout][ Save [Frame Enable[Disable [TELWET]

4. Select slot number from the Slot pulldown menu.
e Slots in a 4-slot chassis are numbered 1 — 4, from top to bottom.
*  Slots in an 8-slot chassis are numbered 1 — 8, from left to right.
e Slots in a 15-slot chassis are numbered 1 — 15, from left to right.
5. Select the module type from the Module Type pulldown menu.

6. Click the Add button to save the change to the device’s running-config file.

7. Select the Save link at the bottom of the dialog. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.
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Chapter 3
Using Redundant Management Modules

This chapter describes the redundant management modules and how to configure and manage them. Redundant
management modules provide increased routing capacity and failover for Biglron, Netlron, and Fastlron Il .

See the following sections for information:

e “Configuring the Redundant Management Parameters” on page 3-3

*  “File Synchronization Between the Active and Standby Redundant Management Modules” on page 3-11
e “Switching Over to the Standby Redundant Management Module” on page 3-16

e “PCMCIA Flash Card File Management Commands” on page 3-17 (applies only to the Management 4
module)

*  “Using a 3Com Management Interface in the PCMCIA Slot” on page 3-33 (applies only to the Management 4
module)

NOTE: The Netlron Internet Backbone router requires a 512MB Management 4 module or higher, and is
assembled at the factory with the appropriate model of Management 4 module. You cannot use a Biglron or
Fastlron Il management module in a Netlron chassis.

The redundant management modules are fully-functional CPU management modules for Layer 3 Switches. You
can use one or two redundant management modules in these devices.

You can use one or two redundant management modules in a Layer 3 Switch. Using two redundant management
modules adds fault protection against system outage. The two modules work together as active and standby
management modules. [f the active module becomes unavailable, the standby module automatically takes over
system operation.

NOTE: This chapter does not describe management features that are specific to the Velocity Management
Module, such as logging on to individual CPUs. See “Using the Velocity Management Module” on page 4-1.

Configuration Considerations

*  The Velocity Management Module and Management Modules 2, 3, and 4 support redundancy.
*  You can use one or two redundant management modules in a Layer 3 Switch.

*  You cannot use older management modules in the same Layer 3 Switch with redundant management
modules.
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Temperature Sensor

The redundant management modules contain a temperature sensor. You can use the CLI or Web management
interface to display the active redundant management module's temperature and to change the warning and
shutdown temperature levels. See “Using the Temperature Sensor” on page 9-52.

Switchover

When you power on or reload a Layer 3 Switch that contains two redundant management modules, the active
redundant management module is selected based on the chassis slot previously specified by you or according to
the lower slot number.

After the active module is selected, the active module loads its boot and flash code (boot and system software)
and its system-config file and manages the system. The standby module also boots, using its own boot code but
using the active module's flash code and system-config file. The standby module monitors the heartbeat of the
active module. [f the active module becomes unavailable, the standby module notices the absence of the
heartbeat and assumes management control of the system.

NOTE: By default, the system does not use the boot code on the active module to boot the standby module. If
you upgrade the boot code on the active module and the code contains a problem, you can still use the system by
running the older boot code that is on the standby module. You can configure the standby to synchronize with the
active module's boot code. See “File Synchronization Between the Active and Standby Redundant Management
Modules” on page 3-11.

The standby module's system-config file is updated whenever the system-config file on the active module is
updated. In addition, the running-config file on the standby module is updated at regular intervals to match the
active module's running-config data. Thus, when a switchover occurs, the standby module also can reinstate the
configuration data in the active module's running-config.

Following this switchover to the standby module, the standby module becomes the active module and continues to
manage the system. When the other redundant management module (the one that used to be the active module)
becomes available again or is replaced, that module becomes the standby module.

The active module also monitors the standby module. If the standby module becomes unavailable, the active
module tries to reboot the standby module. You can display the status of each module using the CLI or the Web
management interface, as described in “Determining Redundant Management Module Status” on page 3-8.

Management Sessions

You can establish management sessions only with the active redundant management module, not with the
standby redundant management module. During switchover, all the CLI, Web management interface, and
IronView Network Manager sessions open on the system are closed. To manage the system following a
switchover, you must open a new management session. Although the system's MAC addresses change following
switchover, the IP addresses do not. You can open new management sessions on the same |IP addresses you
were using before the switchover if desired.

To establish a serial connection to the CLI, you must move the serial cable to the serial port on the active
redundant management module.

Syslog and SNMP Traps

When a switchover occurs, the software sends a Syslog message to the local Syslog buffer and also to the Syslog
server, if you have configured the Foundry device to use one. In addition, if you have configured an SNMP trap
receiver, the software sends an SNMP trap to the receiver.

When the system is powered on or otherwise reset normally, the software sends a cold start message and trap.
However, if the system is reset as the result of switchover to the standby redundant management module, the
software instead sends a switchover message and trap.
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MAC Address Changes

The MAC addresses in the system are based on the MAC address of the active management module. During
switchover, the system's MAC addresses change and the system sends out gratuitous ARP requests to flush the
old MAC addresses from the ARP caches on attached IP devices, and update the caches with the Foundry
device’s new MAC addresses.

NOTE: The 15-slot chassis makes use of locally administered MAC addresses. If your site already uses locally
administered MAC addresses of the Foundry OUI, which is 00e052, there could be a MAC address conflict with
one of the ports on the Foundry device.

Configuring the Redundant Management Parameters

You can configure the following redundant management module parameters:
e Installation parameters:

e Slot configuration. As with other module types, you must configure a chassis slot for the type of module
you are installing in the slot.

e Active redundant management module slot. By default, the redundant management module with the
lower slot number is the active module.

e  Operational parameters:

*  Boot code synchronization. By default, the standby redundant management module does not
automatically synchronize to the boot code version installed on the active module. The standby module
does automatically synchronize to the flash code (system software) on the active module.

*  Synchronization interval for running-config file

e  Warning and shutdown temperatures

Installing Redundant Management Modules
To install a redundant management module, perform the following tasks:

e Configure the chassis slot to receive the module.

NOTE: The system must be running a version of software that supports the module you want to install.

o Insert the module.

e Specify the default active module (if you do not want to use the system default, which is the redundant
management module with the lower slot number).

In addition, if you use a TFTP or BootP server to boot the active module, you need to copy the flash code (system
software) into the primary or secondary flash on the active redundant management module, then direct the active
redundant management module to use the code to boot the standby module.

A standby redundant management module does not boot from a TFTP or BootP server.

NOTE: The slots in a 15-slot chassis are divided among 4 internal regions. Slots 1 — 4 belong to the same
region; slots 5 — 8 belong to the same region; slots 9 — 12 belong to the same region, and slots 13 — 15 belong to
the same region. If you are using redundant management modules, Foundry recommends that you place both
management modules in slots belonging to the same region. For example, if you place one management module
in slot 5, Foundry recommends that you place the other management module in slot 6, 7, or 8.

This note does not apply to 4-slot or 8-slot chassis.
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Configuring the Chassis to Receive the Module

When you plan to insert a module into a chassis slot, you first must configure the slot to receive the module unless
the slot already contains the same type of module.

USING THE CLI

To prepare slot 1 to receive an eight-port Gigabit redundant management module, enter the following commands
at the global CONFIG level:

Biglron(config)# module 1 bi-8-port-gig-management-module
Biglron(config)# write memory

Syntax: module <slot-num> <module-type>

The <slot-num> parameter specifies the chassis slot to contain the module:
e Slots in a 4-slot chassis are numbered 1 — 4, from top to bottom.

e Slots in an 8-slot chassis are numbered 1 — 8, from left to right.

* Slots in a 15-slot chassis are numbered 1 — 15, from left to right.

The <module-type> parameter specifies the platform and port configuration of the redundant management
module.

NOTE: Module options that begin with “bi” and are for the Management 4 module also are applicable to the
Netlron.

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Click on the Module link to display the Module panel, as shown in the following example.

Module
Stof  Module | Status |Ports| Startimg MAC] |

i

1 |BEGMR Fiber Management Iodule Delete

ACTI\.’E‘S }00&0.5282.?5100

Delete

i

2 Mone

Delete

i

3 |BEGME Fiber Management Module

4 [Mone ml
5_ Mone ml
6_ B2P622 POS Module OK 2 00e0.5282. Taal %l
?_ E24E Copper Switch Module QK 24 00e0. 5282 7a00 ml
8_ Mone ml
Starting MAC| |

Add Medule

[Home[Site Wap [Logout][ Save [Frame Enable|Disable [TELNET
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3. Click the Add Module link to display the following panel.

Module
| Slot: i|1 'I
|Module Type: i|hi-B-pon-gig-management-module _'_I
Addl Deletel Resetl
Show

[Heme[Site Wap [Logout][ Save [Frame Enable[Disable [TELWET]

4. Select slot number from the Slot pulldown menu.
* Slots in a 4-slot chassis are numbered 1 — 4, from top to bottom.
e  Slots in an 8-slot chassis are numbered 1 — 8, from left to right.

e  Slots in a 15-slot chassis are numbered 1 — 15, from left to right.

NOTE: The slots in a 15-slot chassis are divided among 4 internal regions. Slots 1 — 4 belong to the same
region; slots 5 — 8 belong to the same region; slots 9 — 12 belong to the same region, and slots 13 — 15 belong
to the same region. If you are using redundant management modules, Foundry recommends that you place
both management modules in slots belonging to the same region. For example, if you place one
management module in slot 5, Foundry recommends that you place the other management module in slot 6,
7, 0r8.

This note does not apply to 4-slot or 8-slot chassis.

5. Select the module type from the Module Type pulldown menu.
6. Click the Add button to save the change to the device’s running-config file.

7. Select the Save link at the bottom of the dialog. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.

The configuration change is saved to the active redundant management module's startup-config file. (The
change is automatically sent to the standby module when the active module's system-config file is copied to
the standby module.)

NOTE: You also can access the dialog for saving configuration changes by clicking on Command in the tree
view, then clicking on Save to Flash.

Specifying the Default Active Module

By default, the redundant management module in the lower slot number becomes the active redundant
management module when you start the system. For example, if you install redundant management modules in
slots 1 and 8 in a Biglron 8000 chassis, the default active module is the module in slot 1.

NOTE:
e Slots in a 4-slot chassis are numbered 1 — 4, from top to bottom.
* Slots in an 8-slot chassis are numbered 1 — 8, from top to bottom.

* Slots in a 15-slot chassis are numbered 1 — 15, from left to right.

You can override the default and specify the active module.
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NOTE: The change does not take effect until you reload the system. If you save the change to the active
module's system-config file before reloading, the change persists across system reloads. Otherwise, the change
affects only the next system reload.

USING THE CLI
To override the default and specify the active redundant management module, enter the following commands:

Biglron(config)# redundancy
Biglron(config-redundancy)# active-management 5

Syntax: active-management <slot-num>

The <slot-num> parameter specifies the chassis slot:

o Slots in a 4-slot chassis are numbered 1 — 4, from top to bottom.
*  Slots in an 8-slot chassis are numbered 1 — 8, from left to right.
* Slots in a 15-slot chassis are numbered 1 — 15, from left to right.

This command overrides the default and makes the redundant management module in slot 5 the active module
following the next reload. The change affects only the next reload and does not remain in effect for future reloads.

To make the change permanent across future reloads, enter the write memory command to save the change to
the startup-config file, as shown in the following example:

Biglron(config)# redundancy
Biglron(config-redundancy)# active-management 5
Biglron(config-redundancy)# write memory

NOTE: If you do not save the change to the startup-config file, the change affects only the next reload.

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Select the Redundant link to display the following panel.

Redundant Management Modules

Active Management Slot: !I Auto Select 'l

Standhy Management Module Synchronization

o

Running Configuration Interval (sec):
Synchronize Configuration Mow |

-

Boot Flash:
S Synchronize Boot Flash Now |

Apply | Reset |

[Switch-over Active Module]

[Heme[Site Wap [Logout][ Save[Frame EnableDisable [TELNET]

3. Select slot number for the active redundant management module from the Active Management Slot pulldown
menu. If you use the default value, Auto Select, the Layer 3 Switch uses the redundant management module
in the lower slot number.

* Slots in a 4-slot chassis are numbered 1 — 4, from top to bottom.
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*  Slots in an 8-slot chassis are numbered 1 — 8, from left to right.
* Slots in a 15-slot chassis are numbered 1 — 15, from left to right.
Click the Apply button to send the configuration change to the active module’s running-config file.

If you want the change to remain in effect following the next system reload, select the Save link to save the
configuration change to the active redundant management module's startup-config file. (The change is
automatically sent to the standby module when the active module's system-config file is copied to the standby
module.)

NOTE: If you do not save the change to the startup-config file, the change affects only the next reload.

NOTE: The other options on this panel are described in later sections.

Inserting the Module

You can remove and insert modules when the system is powered on. Make sure you adhere to the cautions noted
in “Installation Precautions” on page 2-3.

1.

Put on an ESD wrist strap and attach the clip end to a metal surface (such as an equipment rack) to act as
ground.

Remove the module or faceplate from the slot:
If you are replacing another module, loosen the two screws on the module you are removing.

e Pull the card ejectors towards you, away from the module front panel. The card will unseat from the
backplane.

e Pull the module out of the chassis and place in an anti-static bag for storage.

If you are installing a redundant management module in an unoccupied module slot, remove the blank
faceplate from the slot in which the module is to be installed. Place the blank faceplate in a safe place for
future use.

Remove the redundant management module from its packaging.

Insert the module into the chassis slot and glide the card along the card guide until the card ejectors on the
front of the module touch the chassis.

*  Modules for 4-slot chassis slide in horizontally with the module label on the left.
*  Modules for 8-slot chassis slide in vertically with the module label at the top.
*  Modules for 15-slot chassis slide in vertically with the module label at the top.

Push the ejectors toward the center of the module until they are flush with the front panel of the module. The
module will be fully seated in the backplane.

Tighten the two screws at either end of the module.

If you do not use one or more of the slots, make sure that a slot faceplate is still attached over each unused
slot for safe operation and proper system cooling.

Installing and Removing GBICs

The Management 4 models that have ports use GBIC modules for the ports.

WARNING: All fiber-optic interfaces use Class 1 Lasers.

To install a GBIC:

1.

Put on an electrostatic discharge (ESD) wrist strap and attach the clip end to a metal surface (such as an
equipment rack) to act as ground.
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2. Remove the GBIC from its protective packaging.

3. Gently insert the GBIC into the slot on the front panel of the module until the GBIC clicks into place. The
GBICs are keyed to prevent incorrect insertion.

4. Remove the protective covering from the port connectors and store the covering for future use.
5. Insert the interface cable.
To remove a GBIC:

1. Put on an ESD wrist strap and attach the clip end to a metal surface (such as an equipment rack) to act as
ground.

Disconnect the interface cable from the GBIC.
Insert the protective covering into the port connectors.

Squeeze and hold the tabs on each side of the GBIC, then gently pull the GBIC out of the module.

o > Db

Store the GBIC in a safe, static-free place.

Determining Redundant Management Module Status
You can determine the status of a redundant management module in the following ways:

e  Status LED — The redundant management module has two green LEDs on the right side of the CLI serial
port. The lower LED shows the management status.

e Module information in software — The module information displayed by the software indicates whether the
module is the active module, the standby module, or has another status.

Status LED

If you are located near the device, you can determine which redundant management module is currently the active
module and which one is the standby by observing the upper green LED to the right of the serial management
port. If the upper green LED is lit, the module is currently the active redundant management module. If the LED
is dark, the module is the standby. The lower green LED indicates the power status. If the lower LED is dark, the
module is not receiving power. (A module without power will not function as the active or standby module.)

Software

You can display status information for the modules using either of the following methods.

NOTE:
o Slots in a 4-slot chassis are numbered 1 — 4, from top to bottom.
e Slots in an 8-slot chassis are numbered 1 — 8, from top to bottom.

* Slots in a 15-slot chassis are numbered 1 — 15, from left to right.
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USING THE CLI

To display the status of a redundant management module using the CLI, enter the following command at any CLI

level:

Biglron> show module

Module

S1: B8GMR
S2: B24E
S3: B24E
S4: B24E
S5: B8GMR
S6: B24E
S7: B24E
S8: B24E

Status Ports Starting MAC

Fiber Management Module ACTIVE 8
Copper Switch Module OK 24
Copper Switch Module OK 24
Copper Switch Module OK 24
Fiber Management Module STANDBY 8
Copper Switch Module OK 24
Copper Switch Module OK 24
Copper Switch Module OK 24

Syntax: show module

00e0.
00e0.
00e0.
00eO0.
00eO0.
00eO0.
00e0.
00e0.

5202.a2d4
5202.a2d4
5202 .a2d4
5202.a2d4
5202.a334
5202.a2d4
5202.a2d4
5202.a2d4

NOTE: The module descriptions do not distinguish between SX and LX ports.

The Status column shows the module status. The redundant management modules can have one of the following

statuses:

e ACTIVE — The module is currently the active management module.

e STANDBY — The module is the standby management module.

e COMING UP — The module is coming up as the standby module. This status can be observed during

switchover.

The statuses above apply only to management modules. The following statuses apply only to host modules:

* FAILED - This status applies only to host modules, not to management modules. This status indicates that
the host module failed to come up.

e OK - This status applies only to host modules, not to management modules. This status indicates that the
module came up and is operating normally.

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.
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2. Click on the Module link to display the Module panel, as shown in the following example.

Module
Stof  Module | Status |Ports| Startimg MAC] |

i

1 [BSGME Fiber Management Module Ll

ACTI\.’E‘S }00&0.5282.?5100

i

o |nTene Delete

i

3 [B8GMR Fiber Management Module Delete

4 NTone Delete |

5 Mone Delete |

6 [B2P622 POS Module OF |2 |00e0.5282 7aa0 Delete |
7 [B24E Copper Switch Module OK |24 |00e0.5282 7a00 elete |
8 [None Delate

Module Starting MAC| |

Add Medule

[Home[Site Wap [Logout][ Save [Frame Enable|Disable [TELNET

The Status column shows the module status. The redundant management modules can have one of the following
statuses:

e ACTIVE — The module is currently the active management module.
e STANDBY — The module is the standby management module.
The statuses above apply only to management modules. The following statuses apply only to host modules:

*  FAILED - This status applies only to host modules, not to management modules. This status indicates that
the host module failed to come up.

e OK - This status applies only to host modules, not to management modules. This status indicates that the
module came up and is operating normally.

Displaying Switchover Messages

You can determine whether a switchover has occurred by viewing the system log or the traps logged on an SNMP
trap receiver.
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USING THE CLI

To view the system log, enter the following command at any level of the CLI:

Biglron> show log

Syslog logging: enabled (0 messages dropped, O flushes, 0 overruns)
Buffer logging: level ACDMEINW, 8 messages logged

level code: A=alert C=critical D=debugging M=emergency E=error
I=informational N=notification W=warning

Static Log Buffer:
Dynamic Log Buffer (50 entries):

at 0 days O hours O minutes O seconds, level alert
Management module at slot 1 state changed,
changed state from standby to active

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Click on the plus sign next to Monitor in the tree view to display the Monitor options.

3. Select the System Log link to display the system log.

File Synchronization Between the Active and Standby Redundant Management
Modules
Each redundant management module contains four files that can be synchronized between the two modules:

*  Boot code — The code the module runs when it first starts up. By default, the boot code is not synchronized
between redundant management modules. This ensures that the system can still operate if a new version of
boot code contains a bug that prohibits normal operation. If the new code on the active module does not work
properly, the system can still run using the older version of boot code on the standby module.

You can configure the standby redundant management module to synchronize with the active redundant
management module's boot code whenever the boot code on the active module is updated or the system
starts up.

*  Flash code (system software) — The flash code is automatically synchronized between the redundant
management modules. When the system starts up, the active redundant management module sends its flash
code to the standby redundant management module to boot the module.

NOTE: The flash code on VM1 VSP CPUs (non-management CPUs) is not automatically synchronized. To
synchronize the flash code on the VSP CPUs, use the vim copy tftp flash command, described in
“Immediately Synchronizing Software” on page 3-14. The flash code on the VM CPU is automatically
synchronized.

e System-config file — The system-config file is automatically copied from the active redundant management
module to the standby redundant management module when the system starts up. The file is also copied to
the standby module whenever you save changes to the file. If switchover occurs, the standby redundant
management module loads system parameters from the running-config data that was last received from the
active redundant management module. If the standby module did not receive running-config data from the
active module, the standby module uses configuration information in the system-config file copied from the
active module.
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* Running-config — The running-config is automatically copied from the active redundant management module
to the standby redundant management module at regular intervals. The default interval is 10 seconds. You
can change the interval to 4 — 20 seconds. If you set the interval to 0, the configuration data is not copied to
the standby redundant management module. As described above, if switchover occurs, the standby
redundant management module loads system parameters from the running-config that was last received from
the active redundant management module.

Figure 3.1 shows how the files are synchronized between the active redundant management module and the
standby redundant management module.

Figure 3.1 Redundant management module file synchronization

>

Automatically synchronized
at startup or switchover

Startup-config also
automatically updated
with write memory
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Automatically synchron
at regular, user-configu
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Running-config file

Boot code

v

v

I
I
I
I
I
\ 4

Standby Redundant Management Module

System software
(flash code)

Startup-config file

Running-config file

Boot code

Displaying the Synchronization Settings

You can independently synchronize the following types of software between the active and standby modules:

e  boot code

e flash code (system software)

e startup-config file

*  running-config

© 2005 Foundry
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When you synchronize software between the modules, the active module copies its software to the standby
module.

To display the current file synchronization settings, enter the following command:
Biglron# sync-standby

Sync code image: TRUE

Sync config data: TRUE

Sync boot image: FALSE
Running-config sync interval is 10 seconds

NOTE: The values shown in this example are the default values.

Syntax: sync-standby

NOTE: The sync-standby command has optional parameters. If you enter one of the parameters, the CLI
synchronizes software between the modules. To display the synchronization settings instead of synchronizing
software, enter the command without parameters.

This display shows the following information.

Table 3.1: CLI Display of Synchronization Settings

This Field... Displays...

Sync code image Indicates whether the active module is configured to automatically
synchronize its flash code with the standby module. The value can be
one of the following:

e  FALSE - The code is not automatically synchronized.

* TRUE — The code is automatically synchronized.

Sync config data Indicates whether the active module is configured to automatically
synchronize its startup-config file with the standby module. The value
can be one of the following:

e FALSE - The startup-config file is not automatically
synchronized.

¢ TRUE - The startup-config file is automatically synchronized.

Sync boot image Indicates whether the active module is configured to automatically
synchronize its boot code with the standby module. The value can be
one of the following:

e FALSE - The boot code is not automatically synchronized.

* TRUE — The boot code is automatically synchronized.

Running-config sync interval Indicates whether the active module is configured to automatically
synchronize its running-config with the standby module. The value
can be one of the following:

e FALSE - The running-config is not automatically synchronized.

¢ TRUE - The running-config is automatically synchronized.
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Immediately Synchronizing Software

You can immediately synchronize software between the active and standby management modules. When you
synchronize software, the active module copies the software you specify to the standby module, replacing the
software on the standby module.

To synchronize software, use either of the following methods.
USING THE CLI

To immediately synchronize the boot code on the standby module with the boot code on the active module, enter
the following command at the Privileged EXEC level of the CLI:

Biglron# sync-standby boot
Syntax: sync-standby boot

To immediately synchronize the flash code (system software) on the standby module with the boot code on the
active module, enter the following command at the Privileged EXEC level of the CLI:

Biglron# sync-standby code

Syntax: sync-standby code

NOTE: The sync-standby code command does not synchronize the VSP CPUs (non-management CPUs) on
the VM1. To synchronize the VSP CPUs, use the following command:

vm copy tftp flash <tftp-server-ip-addr> <image-file-name> primary | secondary

This command upgrades the VSP CPU flash code on all VSP CPUs on both VM1 modules in the chassis.

To immediately synchronize the running-config on the standby module with the running-config on the active
module, enter the following command at the Privileged EXEC level of the CLI:

Biglron# sync-standby running-config
Syntax: sync-standby running-config

To immediately synchronize the startup-config file on the standby module with the startup-config file on the active
module, enter the following command at the Privileged EXEC level of the CLI:

Biglron# sync-standby startup-config
Syntax: sync-standby startup-config
USING THE WEB MANAGEMENT INTERFACE

NOTE: This procedure applies only to synchronizing the boot code and the running-config. To immediately
synchronize the flash code or the startup-config file, use the CLI procedure above.

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.
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2. Select the Redundant link to display the following panel.

Redundant Management Modules

Active Management Slot: !I Auto Select 'l

Standhy Management Module Synchronization

o

Running Configuration Interval (sec):
Synchronize Configuration Mow |

-

Boot Flash:
S Synchronize Boot Flash Now I

Apply | Reset |

[Switch-over Active Module]

[Heme[Site Wap [Logout][ Save[Frame EnableDisable [TELNET]

3. Click the button for the code or file you want to immediately synchronize:

e To synchronize the running-config, select the Synchronize Configuration Now button.

e To synchronize the boot flash code, select the Synchronize Boot Flash Now button.
As soon as you click the button, the Web management interface immediately performs the synchronization.
Automating Synchronization of Software

Automatic synchronization of the flash code, running-config, and system-config file is enabled by default.
Automatic synchronization of the boot code is disabled by default.

To change the automatic synchronization setting, use one of the following methods.
USING THE CLI

The CLI commands for automating synchronization of software between the active and standby modules is the
same as the syntax for immediately synchronizing the software. The only difference is the CLI level where you
enter the commands.

* Toimmediately synchronize software, enter the command at the Privileged EXEC level.

e To automate synchronization starting with the next software reload or system reset and each reload or reset
after that, enter the command at the Redundancy CONFIG level.

Automatic synchronization of the flash code, running-config, and system-config file is enabled by default.
Automatic synchronization of the boot code is disabled by default. To change the automatic synchronization
setting, use one of the following commands:

Syntax: [no] sync-standby boot

Syntax: [no] sync-standby code

Syntax: [no] sync-standby startup-config

Syntax: [no] sync-standby running-config [<num>]

To disable automatic synchronization of the boot code, flash code, or startup-config file, enter “no” in front of the
command.

The <num> parameter with the sync-standby running-config command specifies the synchronization interval.
You can specify from 4 — 20 seconds. The default is 10 seconds.

To disable automatic synchronization of the running-config, set the synchronization interval (the <num>
parameter) to 0.
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USING THE WEB MANAGEMENT INTERFACE

NOTE: This procedure applies only to synchronization of the boot code and running-config. To change
automatic synchronization of other software, use the CLI procedure above.

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Select the Redundant link to display the following panel.

Redundant Management Modules

Active Management Slot: !I Auto Select 'l

Standhy Management Module Synchronization

o

Running Configuration Interval (sec):
Synchronize Configuration Mow |

-
Boot Flash:
S Synchronize Boot Flash Now I

Apply | Reset |

[Switch-over Active Module]

[Heme[Site Wap [Logout][ Save[Frame EnableDisable [TELNET]

3. To enable automatic synchronization of the boot code, select the checkbox next to Boot Flash.

4. To change the synchronization interval for the running-config, enter the new value in the Running
Configuration Interval field. To disable automatic synchronization of the running-config, enter 0 in the field.

5. Select the checkbox next to Boot Flash.

NOTE: Do not click the Synchronize Boot Flash Now button unless you want the active module to
immediately copy its boot flash image to the standby module.

6. Click the Apply button to send the configuration change to the active module’s running-config file.

7. If you want the change to remain in effect following the next system reload, select the Save link to save the
configuration change to the active redundant management module's startup-config file. (The change is
automatically sent to the standby module when the active module's system-config file is copied to the standby
module.)

Switching Over to the Standby Redundant Management Module

If you reload the software using the reload command, the behavior of the management modules is the same as

when you power the system on. The system selects the active module based on the slot you specified or based
on the lower slot number if you did not specify a slot. Then both redundant management modules load their own
boot code and load the active redundant management module's flash code (system software) and system-config
file.

If you do not want to reload the system but you instead want to force the system to switch over to the standby
module (and thus make it the active redundant management module), use one of the following methods.

USING THE CLI
To switch over to the other redundant management module, enter a command such as the following:
Biglron# reset 2

Syntax: reset <slot-num>
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Specify the slot number containing the currently active management module. Do not specify the slot number
containing the standby module to which you want to switch over.

The <slot-num> parameter specifies the chassis slot:

o Slots in a 4-slot chassis are numbered 1 — 4, from top to bottom.
e Slots in an 8-slot chassis are numbered 1 — 8, from left to right.
* Slots in a 15-slot chassis are numbered 1 — 15, from left to right.
USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Select the Redundant link to display the following panel.

Redundant Management Modules

Active Management Slot: !I Auto Select 'l

Standhy Management Module Synchronization

o

Running Configuration Interval (sec):
Synchronize Configuration Mow |

-
Boot Flash:
S Synchronize Boot Flash Now |

Apply | Reset |

[Switch-over Active Module]

[Heme[Site Wap [Logout][ Save[Frame EnableDisable [TELNET]

3. Select the Switch-over Active Module link. A message appears asking you to verify that you want to switch
over from the active module to the standby.

4. Select Yes to switch over or No to cancel the switchover request.
5. Click the Add button to save the change to the device’s running-config file.

6. Select the Save link at the bottom of the dialog. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.

PCMCIA Flash Card File Management Commands

This section describes the commands for managing files on the Management 4 module’s PCMCIA flash card.

NOTE: These commands apply only to Chassis devices using Management 4 modules.

The Management 4 module’s PCMCIA slot supports 8.3 file names (up to eight characters in the name and up to
three additional characters in the extension). File name are not case sensitive. Thus, the software considers the
name “test.cfg” and “TEST.CFG” to be the same.

You can use the file management commands to perform the following tasks:

e Format a flash card

e Determine the flash card that currently has the management focus.

*  Switch the management focus from one flash card or subdirectory to another.
* Display a directory of the files on a flash card.

e Display the contents of a file.
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* Display a hexadecimal dump of the data in a file.
e  Create a subdirectory.
* Remove a subdirectory.
* Rename a file.
e  Change the read-write attribute of a file.
* Delete afile from a flash card.
* Undelete a file.
*  Append one file to another file (join two files).
e Perform the following copy operations:
e  Copy files from one flash card to the other.
e Copy files between a flash card and the device’s flash memory.
e Copy files between a flash card and a TFTP server.
e Copy a startup-config file between a flash card and the device’s flash memory.
e Copy the running-config to a flash card
e Load a running-config from a flash card
* Copy a POS image file from a flash card to a POS module’s flash memory
* Load the startup-config file from a flash card during system startup

In the CLI, all the file management commands are at the Privileged EXEC level of the CLI.

CAUTION: Do not add or remove a flash card while a file operation involving the flash card’s slot is in progress.
Doing so can result in corruption of the flash card. If this occurs, you may need to reformat the flash card to make
it usable again. Reformatting the card erases all data stored on the card.

PCMCIA Slots

The Management 4 module has two PCMCIA slots, numbered 1 and 2.
* Ina4-slot chassis, slot 1 is on top and slot 2 is on the bottom.

* Inan 8-slot chassis, slot 1 is on the right and slot 2 is on the left.

o In a 15-slot chassis, slot 1 is on the right and slot 2 is on the left.

Some flash file management operations require that you specify the flash card slot(s) or subdirectory path(s)
involved in the operation. For example, when you copy a file to or from a flash card, you must specify the flash
card you are copying to or from and the subdirectory path for the file location. However, some other commands
do not require a flash card slot or subdirectory path as a parameter. Instead, these commands assume that you
want to perform the operation on the flash card slot and path that currently has the management focus.

The management focus determines the default flash card and subdirectory path (if applicable) for a file
management operation. For example, when you list a directory of the files on a flash card, the PCMCIA slot and
subdirectory path parameters are optional. If you do not specify the slot or subdirectory path, the software
displays the contents of the subdirectory that currently has the management focus on the card in the slot that
currently has the management focus. As another example, the command for deleting a file from a flash card does
not require that you specify the PCMCIA slot or subdirectory path. If you do not specify the slot or subdirectory,
the command deletes the file from the flash card and subdirectory that have the management focus.

When you power on or reload a device, if the management module contains only one flash card, the slot that
contains the flash card receives the management focus by default. If both slots contain flash cards, slot 1 receives
the management focus by default.

3-18 © 2005 Foundry Networks, Inc. August 2005



Using Redundant Management Modules

To determine the slot and subdirectory that currently have the management focus, enter the pwd command. (See
“Determining the Flash Card Slot and Subdirectory Path That Currently Have the Management Focus” on page 3-
21.) To change management focus to the other slot or subdirectory, enter the ed... or chdir... command. (See
“Switching the Management Focus” on page 3-21.)

Commands that accept a slot number as a parameter can accept either of the following values:
e slot1 —indicates slot 1
e slot2 - indicates slot 2

The CLI provides commands to switch the focus from one PCMCIA slot to the other and to determine the slot that
currently has the focus.

Subdirectories
The software supports subdirectories on the flash card.

Software release 07.1.00 enhances the PCMCIA flash card support by enabling you to create and navigate
among DOS-like subdirectories on a flash card.

You can create up to 512 subdirectories from the root directory level. The actual number depends on how you
name the subdirectories. If you use names that are not more than eight characters long for each directory, then
you can create 512. If you use longer names, the name information occupies more space in the file system and
you therefore can create fewer than 512 subdirectories.

The limit of 512 or fewer subdirectories applies only to ones you create at the root directory level. The number of
subdirectories you can create at another subdirectory level is limited only on the amount of space on the flash
card.

The full path name for a file’s location can be a maximum of 260 characters. You can nest subdirectories as deep
as you want so long as the full path name is 260 characters or less.

When you include a subdirectory path in a file management command, use a backslash between each level. For
example, to create a subdirectory for flash code and copy a flash image file to the subdirectory, enter the following
commands:

Biglron# mkdir slotl \RouterCode\07100
Biglron# ncopy tftp 10.10.10.1 B2R07100.bin slotl \RouterCode\07100\

These commands create two levels of subdirectories on the flash card in PCMCIA slot 1, then copy a flash image
file named “B2R07100.bin” from a TFTP server into the new 07100 subdirectory. Since the file name for the copy
destination is not specified, the software uses the same name for the copy (B2R07100.bin).

File and Subdirectory Naming Conventions

Files and subdirectory names can be up to 32 characters long. The following characters are valid in file and
subdirectory names:

e All upper and lowercase letters
e All digits
e Spaces

*  Any of the following special characters:

- §
* %
- @
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.
(
)

e {
1

. #

e &

You can use spaces in a file or subdirectory name if you enclose the name in double quotes. For example, to
specify a subdirectory name that contains spaces, enter a string such as the following: “a long subdirectory
name”.

A subdirectory or file name can be a maximum of 256 characters long. A complete subdirectory path name
cannot contain more than 260 characters.

There is no maximum file length. A file can be as large as the available flash card space.

Wildcards

Commands to display a directory of files, to change the read-write attribute of a file, or to delete files accept
wildcards in the file name (<file-name>). When using these commands, you can use “*” (asterisk) as a wildcard
for any part of the name. For example, all the following values are valid for <file-name>:

e  startup.cfg
e start*.cfg

e B2P07000.bin

e *bin

e B2P07000.bin
* B2P*.bin

e B2P**

Formatting a Flash Card

The flash cards shipped with Management 4 modules are already formatted for the 16 FAT file system used by the
modules. If you want to use a flash card that is not formatted for the 16 FAT file system, you need to reformat the
flash card before you can store files on the card.

CAUTION: Make sure the flash card is empty or does not contain files you want to keep. Formatting a flash
card completely erases all files on the card.

CAUTION: Once you start the formatting process, you cannot stop it. Even if you enter CTRL-C to stop the CLI
output and a new prompt appears, the formatting continues. Make sure you want to format the card before you
enter the command.
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NOTE: When you reformat a flash card in the Management 4 module, the formatting takes about ten minutes.
This is because the software checks every sector on the card, marks bad sectors if found, and skips over the bad
sectors so that the bad sectors do not interfere with use of the card. If you do not want to use the Management 4
module to reformat the card, you can use a PC with a flash card drive instead.

USING THE CLI
To reformat a flash card, enter the following command:

Biglron# format slot2

80809984 bytes total card space.
80809984 bytes available on card.

2048 bytes in each allocation unit.
39458 allocation units available on card.

Flash card format done

As shown in this example, the software formats the sector on the flash card, then verifies the formatting. In this
example, the software did not find any bad sectors, so all the bytes on the card are available.

Syntax: format slot1 | slot2 [<label>]
The slot1 | slot2 parameter specifies the PCMCIA slot that contains the flash card you are formatting.

The <label> parameter specifies the label. You can specify up to 11 alphanumeric characters. You cannot use
special characters or spaces.

Determining the Flash Card Slot and Subdirectory Path
That Currently Have the Management Focus

If you are not sure which flash card slot and subdirectory path have the focus, use the following method to display
this information.

USING THE CLI

To display which flash card slot and subdirectory path currently have the management focus, enter the following
command:

Biglron# pwd
slotl \

In this example, the management focus is at the root directory of the flash card in slot 1.
Syntax: pwd
In the following example, the management focus is at a subdirectory called “TEST” on the flash card in slot 1.

Biglron# pwd
slotl \TEST

Switching the Management Focus

The effect of file management commands depends on the flash card and subdirectory that have the management
focus. For example, if you enter a command to delete a file, the software deletes the specified file from the flash
card and subdirectory that currently have the management focus.
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To switch the focus of the CLI from one flash card to the other, enter a command such as the following:

Biglron# cd slot2
Biglron#

Syntax: cd | chdir slot1 | slot2
Syntax: cd | chdir <dir-name>

When you enter the ecd command, the software changes the management focus to the slot or subdirectory path
you specify, then displays a new command prompt.

If a slot you specify does not contain a flash card, the software displays the message shown in the following
example.

Biglron# cd slot2
The system can not find the drive specified

To switch the management focus to a different subdirectory, enter a commands such as the following:

Biglron# cd PLOOK
Current directory of slotl is: \PLOOK

This command changes the focus from the root directory level () to the subdirectory named “PLOOK”.
If you specify an invalid subdirectory path, the CLI displays a message such as the following:

Biglron# cd PLOOK
Path not found

If you are certain the path you specified exists, make sure you are at the correct level for reaching the path. For
example, if you are already at the PLOOK level, the CLI cannot find the subdirectory “\PLOOK” because it is not a
subdirectory from the level that currently has the management focus.

Displaying a Directory of the Files on a Flash Card

Use the following method to list the files on a flash card.

NOTE: By default, the software displays the contents of the flash card in the slot that has the management
focus. However, you do not need to change the focus to list the files on another flash card. You can specify the
other flash card when you display the files.

USING THE CLI

To display a directory of all the files on the flash card that has the management focus, enter the following
command:

Biglron# dir
Volume in slotl has no label
Volume Serial Number is 19ED-1725

Directory of slotl

01/01/2000 00:00a 685935 POS.BIN
0170172000 00:00a 2157693 M4R.BIN
0170172000 00:00a 184 A22 _CFG
01/01/2000 00:00a 254 R CFG.CFG
01/01/2000 00:00a 256 STR.CFG
01/01/2000 00:00a 1027230 M5.BIN
0170172000 00:00a 184 A8.CFG
0170172000 00:00a 1029838 M4S_BIN
0170172000 00:00a 687026 P3R.BIN
0170172000 00:00a 1029838 MM.BIN
10 File(s) 6618438 bytes

74180608 bytes free
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Syntax: dir [slot1 | slot2] [<file-name>]

The following information is displayed for each file.

Table 3.2: CLI Display of Flash Card File Information

This Field... Displays...

File date The date on which the file was placed on the flash module, if the
Foundry device’s system clock is set.

Time of day The time of day at which the file was placed on the flash module, if the
Foundry device’s system clock is set. If the clock is not set, the field
shows 00:00a (12 AM), as shown in the example above.

File size The number of bytes in the file.

Read-write attribute If you have set the file’s read-write attribute to read-only, “R” appears
before the file name. If the file’s read-write attribute is read-write (the
default), no value appears in this column. For information, see
“Changing the Read-Write Attribute of a File” on page 3-26.

File name The file name.

Long file name The longer file name if the file was created on a PC and the name is
longer than the 8.3 format.

The directory also lists the total number of files that match the value for the name you specified, the total number
of bytes used by all the files, and the number of bytes still free on the card.

To list only files that contain a specific pattern of characters in the name, enter a command such as the following:

Biglron# dir *_bin
Volume in slotl has no label
Volume Serial Number is 19ED-1725

Directory of slotl

01/01/2000 00:00a 685935 POS.BIN
01/01/2000 00:00a 2157693 M4R.BIN
01/01/2000 00:00a 1027230 M5.BIN
0170172000 00:00a 1029838 MAS_BIN
0170172000 00:00a 687026 P3R.BIN
01/01/2000 00:00a 1029838 MM_BIN

6 File(s) 6617560 bytes

74180608 bytes free

The command in this example lists all the image files on the flash card in the slot that has the management focus.
(More specifically, the command lists all the files that end with “.bin”.)

Displaying the Contents of a File

Use the following method to display the data in a file on a flash card.
USING THE CLI

To display the contents of a file, enter a command such as the following:

Biglron# more cfg.cfg

ver 06.5.00T51

module 1 bi-4-port-gig-m4-management-module
module 2 bi-24-port-copper-module

module 3 bi-4-port-gig-m4-management-module
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module 4 bi-4-port-gig-m4-management-module

m2 active-management 3

ip address 192.168.2.58 255.255.255.0

end

Syntax: more [slot1 | slot2] <file-name>

This example shows the contents of a simple configuration file.

NOTE: The syntax for the m2 active-management command is changed to active-management. This example
is from a software release before the change.

Display a Hexadecimal Dump of the Data in a File

Use the following method to display the data in a file in hexadecimal format.

USING THE CLI

To display the data in a file in hexadecimal format, enter a command such as the following:

Biglron# hd cfg.cfg
00000000:
00000010:
00000020:
00000030:
00000040:
00000050:
00000060:
00000070:
00000080:
00000090:
000000a0:
000000b0:
000000c0:
000000d0:
000000e0:
000000f0:

76657220
6164756¢C
742d6769
656e742d
65203220
61707065
756¢6520
6769672d
742d6d6T
34206269
6d342d6d
64756¢c65
61637469
7420330a
39322e31
3235352e

30362e35
65203120
672d6d34
6d616475
62692d32
722d6d6T
33206269
6d342d6d
64756¢65
2d342d70
616e6167
0a210a21
76652d6d
69702061
36382e32
3235352e

Syntax: hd [slot1 | slot2] <file-name>

2e303054
62692d34
2d6d616e
6c650a6d
342d706F
64756c65
2d342d70
616e6167
0a6d6f64
6¥72742d
656d656¢€
0a2l10a21
616e6167
64647265
2e353820
300a656e

35310a6d
2d706F72
6167656d
6164756C
72742d63
0a6d6T64
6f72742d
656d656e
756¢6520
6769672d
742d6d6T
0a6d3220
656d656e
73732031
3235352e

Each row of hexadecimal output contains the following parts:

ver 06.5.00T51 m
odule 1 bi-4-por
t-gig-m4-managem
ent-module modul
e 2 bi-24-port-c
opper-module mod
ule 3 bi-4-port-
gig-m4-managemen
t-module module

4 bi-4-port-gig-
m4-management-mo
dule I 1. 1 1 m2

active-managemen
t 3 ip address 1
92.168.2.58 255.
255.255.0 end

* The byte offset of the date that is displayed to the right of the offset

¢ A row of hexadecimal data

*  The ASCII equivalent of the hexadecimal data shown in the row

Creating a Subdirectory
To create a subdirectory on a flash card, enter a command such as the following:

Biglron# mkdir slotl \TEST

To verify successful creation of the subdirectory, enter a command to change to the new subdirectory level:

Biglron# chdir \TEST
Current directory of slotl is: \TEST
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Syntax: md | mkdir [slot1 | slot2] <dir-name>
You can enter either md or mkdir for the command name.

The slot1 | slot2 parameter specifies a PCMCIA slot. If you do not specify a slot, the command applies to the slot
that currently has the management focus.

The <dir-name> parameter specifies the subdirectory name. You can enter a name that contains any combination
of the following characters. Do not enter a backslash “/” in front of the name.

e  All upper and lowercase letters
e Al digits
e  Spaces

*  Any of the following special characters:

. s
* %
e @
L] '

-
- )
-
-}
. #
e &

You can use spaces in a file or subdirectory name if you enclose the name in double quotes. For example, to
specify a subdirectory name that contains spaces, enter a string such as the following: “a long subdirectory
name”.

A subdirectory or file name can be a maximum of 256 characters long. A complete subdirectory path name
cannot contain more than 260 characters.

The name is not case sensitive. You can enter upper- or lowercase letters. The CLI displays the name using
uppercase letters.

Removing a Subdirectory
To remove a subdirectory, enter a command such as the following:

Biglron# rmdir \TEST
Syntax: rd | rmdir [slot1 | slot2] <dir-name>
You can enter either rd or rmdir for the command name.

The slot1 | slot2 parameter specifies a PCMCIA slot.
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The <dir-name> parameter specifies the subdirectory you want to delete. You can enter a path name if the
subdirectory is not in the current directory.

NOTE: You can remove a subdirectory only if the subdirectory does not contain files or other subdirectories.

If you receive a message such as the following, enter the pwd command to verify that the management focus is at
the appropriate level of the directory tree.

Biglron# rmdir \TEST
File not found

Renaming a File
Use the following method to rename a file on a flash card.

USING THE CLI

To rename a file, enter a command such as the following:
Biglron# rename oldname newname

Syntax: rename [slot1 | slot2] <old-name> <new-name>

If the command is successful, the CLI displays a new command prompt.

Changing the Read-Write Attribute of a File

The read-write attribute specifies whether a file on a flash card can be changed or deleted.

* Read-only — You can display or copy the file but you cannot replace (copy over) or delete the file.
* Read-write — You can replace (copy over) or delete the file. This is the default.

Use the following method to change the read-write attribute of a file.

USING THE CLI

To protect a file from accidental changes by changing the read-write attribute from read-write to read-only, enter a
command such as the following:

Biglron# attrib ro goodcfg.cfg
Syntax: attrib [slot1 | slot2] ro | rw <file-name>

To determine the read-write attribute of a file, use the dir command to list the directory information for the file.
Files set to read-only are listed with “R” in front of the file name. See “Displaying a Directory of the Files on a
Flash Card” on page 3-22.

To change all files on a flash card to read-only, enter a command such as the following:
Biglron# attrib ro *.*

This command changes the read-write attribute for all files on the flash card that currently has the management
focus to read-only.

Deleting a File from a Flash Card
To delete a file from a flash card, use the following method.

CAUTION: By default, the delete option deletes all files on the flash card. Make sure you specify the files you
want to delete.

CAUTION: The software does not have an undelete option. Make sure you really want to delete the file.
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USING THE CLI

To delete a file on the flash card that has the management focus, enter a command such as the following:
Biglron# delete cfg.cfg

If the command is successful, the CLI displays a new command prompt.

Syntax: delete [slot1 | slot2] [<file-name>]

The command in this example deletes the specified file. To delete all files that contain a specific string of
characters, enter a command such as the following:

Biglron# delete test*.*

This command deletes all files whose names start with “test”. To delete all the files on a flash card, enter a
command such as the following:

Biglron# delete slot2

The command in this example deletes all files on the flash card in slot 2. In this example, slot 1 has the
management focus, but the files to be deleted are on the flash card in slot 2.

Recovering (“Undeleting”) a File

You can undelete a command you have deleted from a flash card. To do so, enter a command such as the
following:

Biglron# undelete

Undelete file "?LD.CFG"™ ? (enter "y" or "n"): y
Input one character: O

File recovered successfully and named to OLD.CFG

The command in this example starts the undelete process for the flash card and subdirectory that currently have
the management focus. For each file that can be undeleted, the CLI displays the remaining name entry in the file
directory and prompts you for the first character of the file name. You can enter any valid file name character.
You do not need to enter the character that was used before in the deleted file name.

Once you enter a character and the CLI undeletes the file, the CLI continues with the next file that can be

undeleted. For each file, specify “y” or “n”, and specify a first character for the files that you select to undelete.
To end the undelete process, enter the CTRL + C key combination.

Syntax: undelete [slot1 | slot2] [\<to-dir-path>]

NOTE: When you delete a file from a flash card, the CLI leaves the file intact but removes the first letter in the file
name from the file directory. However, if you save file changes or new files that use part of the space occupied by
the deleted file, you cannot undelete the file. The undelete command lists only the files that can be undeleted.

Appending a File to Another File

You can append a file on a PCMCIA flash card to the end of another file. To append one file to another one, enter
a command such as the following:

Biglron# append newacls.cfg startup-config.cfg

This command appends a file called “newacls.cfg” to the end of a file called “startup-config.cfg” file. This example
assumes that both files are present on the PCMCIA slot and in the subdirectory level that currently have the
management focus.

The following command appends a file in the current subdirectory to the end of a file in another subdirectory:
Biglron# append newacls.cfg \TEST\startup-config.cfg

Syntax: append [<from-card> <to-card>] [\<from-dir-path>\]<from-name> [\<to-dir-path>\]<to-name>
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The <from-card> and <to-card> parameters specify the source and destination flash cards when you are
appending a file on one flash card to a file located on another flash card.

The [\<from-dir-path>\]<from-name> parameter specifies the file you are adding to the end of another file. If the
file is not located in the current subdirectory (the subdirectory that currently has the management focus), specify
the subdirectory path in front of the file name.

The [\<to-dir-path>\]<to-name> parameter specifies the file to which you are appending the other file. If the file is
not located in the current subdirectory, specify the subdirectory path in front of the file name.

Copying Files

You can perform the following copy operations involving flash cards:

e Copy files from one flash card to the other.

*  Copy files between a flash card and the device’s flash memory.

e Copy files between a flash card and a TFTP server.

*  Copy a startup-config file between a flash card and the device’s flash memory.

e Copy the running-config file to a flash card

* Load a running-config file from a flash card into the device’s running configuration (for loading ACLs only)

* Copy a POS image file from a flash card to a POS module’s flash memory

NOTE: The copy options require you to explicitly specify the flash card. Therefore, you can perform a copy
regardless of the flash card that currently has the management focus.

For convenience, the CLI provides two forms of each copy command. One form begins with copy and the other
form begins with nhcopy. The commands also differ in the order you specify the parameters.

* Inthe copy commands, you specify the device you are copying from, the device you are copying to, and then
additional parameters if applicable. The additional parameters can include information such as the source file
name and the new file name. For example, to copy a file from a flash card to flash memory, enter the
following copy command: copy slot1 | slot2 flash <from-name> primary | secondary

* Inthe ncopy commands, you specify all the source information, then all the destination information. For
example, to copy a file from a flash card to flash memory, enter the following ncopy command: ncopy slot 1
| slot2 <from-name> flash primary | secondary

The two forms of a copy command provide the same function. Use the form you are more comfortable with. The
following sections provide examples using the copy forms and list the complete command syntax for both forms.

Copying Files from One Flash Card to the Other

Use the following methods to copy files from one flash card to the other.

USING THE CLI

To copy a file from one flash card to the other, enter the following command:

Biglron# copy slotl slot2 sales.cfg

Syntax: copy <from-card> <to-card> [\<from-dir-path>\]<from-name> [[\<to-dir-path>\]<to-name>]
Syntax: ncopy <from-card> [\<from-dir-path>\]<from-name> <to-card> [[\<to-dir-path>\]<to-name>]

The command shown in the example above copies a file from the flash card in slot 1 to the flash card in slot 2. In
this case, the software uses the same name for the original file and for the copy. Optionally, you can specify a
different file name for the copy.

Copying Files Between a Flash Card and Flash Memory

Use the following methods to copy files between a flash card and the management module’s flash memory.

3-28 © 2005 Foundry Networks, Inc. August 2005



Using Redundant Management Modules

USING THE CLI
To copy a file from a flash card to the primary area in flash memory, enter a command such as the following:

Biglron# copy slotl flash B2P07000.bin primary
Biglron# Flash Erase ---—————————————
Flash Memory Write (8192 bytes per dot) ........

Syntax: copy slot1 | slot2 flash [\<from-dir-path>\]<from-name> primary | secondary
Syntax: ncopy slot1 | slot2 [\<from-dir-path>\]<from-name> flash primary | secondary
To copy a file from flash memory to a flash card, enter a command such as the following:

Biglron# copy flash slot2 BIS07000.bin primary
Flash Card Write (128 KBytes per dot) .......
Write to slot2 BIS07000.bin succeeded

The command in this example copies a software image file from the primary area in flash memory onto the flash
card in slot 2.

If the copy does not succeed, the software lists messages to indicate the reason the copy did not work. For
example, the following messages indicate that the copy did not work because the slot specified for the copy does
not contain a flash card.

Biglron# copy flash slot2 m4s.car secondary
The system can not find the drive specified
Write to slot2 m4s.car failed

Syntax: copy flash slot1 | slot2 [\<to-dir-path>\]<to-name> primary | secondary
Syntax: ncopy flash primary | secondary slot1 | slot2 [\<to-dir-path>\]<to-name>
Copying Files Between a Flash Card and a TFTP Server

Use the following methods to copy files between a flash card and a TFTP server.

NOTE: The Foundry device must have network access to the TFTP server.

USING THE CLI
To copy a file from a flash card to a TFTP server, enter a command such as the following:

Biglron# copy slotl tftp 192.168.1.17 notes.txt
Uploading 254 bytes to tftp server ...
Upload to TFTP server done.

Syntax: copy slot1 | slot2 tftp <ip-addr> [\<from-dir-path>\]<from-name> [<to-name>]
Syntax: ncopy slot1 | slot2 [\<from-dir-path>\]<from-name> tftp <ip-addr> [<to-name>]
To copy a file from a TFTP server to a flash card, enter a command such as the following:

Biglron# copy tftp slotl 192.168.1.17 notes.txt
Downloading from tftp server ...

Tftp 254 bytes done, copy to slotl ...

Write to slotl cfg.cfg succeeded

Syntax: copy tftp slot1 | slot2 <ip-addr> <from-name> [[\<to-dir-path>\]<to-name>]
Syntax: ncopy tftp <ip-addr> <from-name> slot1 | slot2 [[\<to-dir-path>\]<to-name>]

If the file name you specify is not on the TFTP server, the CLI displays messages such as those shown in the
following example:

Biglron# copy tftp slotl 192.168.1.17 nots.txt
Downloading from tftp server ...
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TFTP: received error request -- code 1 message File not found: C:/TFTP/nots.txt.
Error - can"t download data from TFTP server, error code 17. Abort!

To simplify troubleshooting, especially when the file is present on your server but the command doesn'’t find it, the
messages list the complete TFTP path name on your TFTP server.

Copying the Startup-Config File Between a Flash Card and Flash Memory

Use the following methods to copy a startup-config file between flash memory and a flash card. By default, the
device uses the startup-config in the primary area of flash memory to configure itself when you boot or reload the
device.

NOTE: The device cannot use a startup-config file on a flash card to configure itself. You cannot boot or reload
from a flash card.

USING THE CLI
To copy a startup-config file from a flash card to flash memory, enter a command such as the following:

Biglron# copy slotl start test2.cfg
. .Write startup-config done.

Syntax: copy slot1 | slot2 start [\<from-dir-path>\]<from-name>
Syntax: ncopy slot1 | slot2 [\<from-dir-path>\]<from-name> start

This command copies a configuration file named test2.cfg from the flash card in slot 2 into the device’s flash
memory. The next time you reboot or reload the device, it uses the configuration information in test2.cfg.

To copy the device’s startup-config file from flash memory onto a flash card, enter a command such as the
following:

Biglron# copy start slotl mfgtest.cfg
Write to slotl cfgtest.cfg succeeded

Syntax: copy start slot1 | slot2 [\<to-dir-path>\]<to-name>
Syntax: ncopy start slot1 | slot2 [\<to-dir-path>\]<to-name>
Copying the Running-Config to a Flash Card

Use the following method to copy the device’s running-config to a flash card. The running-config contains the
device’s currently active configuration information. When you copy the running-config to a flash card, you are
making a copy of the device’s current configuration, including any configuration changes you have not saved to
the startup-config file.

USING THE CLI
To copy the device’s running configuration into a file on a flash card, enter a command such as the following:

Biglron# copy running slotl runip.1
Write to slotl run.sw succeeded

Syntax: copy running slot1 | slot2 [\<to-dir-path>\]<to-name>
Syntax: ncopy running slot1 | slot2 [\<to-dir-path>\]<to-name>
Loading a Running-Config from a Flash Card

Use the following method to load configuration commands into the device’s active configuration.

NOTE: A configuration file that you create must follow the same syntax rules as the startup-config file the device
creates. See “Dynamic Configuration Loading” on page 21-20.

USING THE CLI
To copy a running-config from a flash card, enter a command such as the following:

Biglron# copy slot2 running runip.2
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Syntax: copy slot1 | slot2 running [\<from-dir-path>\]<from-name>

Syntax: ncopy slot1 | slot2 [\<from-dir-path>\]<from-name> running

The command in this example changes the device’s active configuration based on the information in the file.
Copying a POS Image File from a Flash Card to a POS Module’s Flash Memory

To copy a POS image file from a flash card to a POS module’s flash memory, use the following method.
USING THE CLI

To copy a POS image file from a flash card onto all the POS modules in the chassis, enter a command such as
the following:

Biglron# pos copy slotl flash P2RO7000.bin primary
Syntax: pos copy slot1 | slot2 flash <pos-image-file-name> primary | secondary [slot]

The command in this example copies a POS image file named P2R07000.bin from the flash card in slot 1 to all the
POS modules in the chassis.

To copy a POS image file from a flash card onto a specific POS module, enter a command such as the following:
Biglron# pos copy slotl P2R07000.bin flash primary 4

The command in this example copies the specified image file onto the POS module in chassis slot 4 only, but
does not copy the file to other POS modules in the chassis.

The following command copies a POS image file from a TFTP server to flash memory. This command also is
present in earlier software releases.

Syntax: pos copy tftp flash <ip-addr> <pos-image-file-name> primary | secondary [slot]

Loading the Software from a PCMCIA Flash Card

You can boot the flash software (system software) from a PCMCIA flash card.
Rebooting from the Flash Card

To reboot the device using a software image file on the flash card, enter a command such as the following at the
Privileged Exec level of the CLI:

Biglron# boot system slotl B2R07100.bin

The command in this example reboots the device using the image file B2R07100.bin located on the PCMCIA flash
card in slot 1. This example assumes the image file is in the root directory on the flash card. If the image file is in
a subdirectory, specify the subdirectory path. For example, to boot using an image in a subdirectory called “B2R”,
enter command such as the following:

Biglron# boot system slotl \B2R\B2R07100.bin
Syntax: boot system slot1 | slot2 [\<dir-path>\]<file-name>
The slot1 | slot2 parameter indicates the flash card slot.

The <file-name> parameter specifies the file name. If the file is in a subdirectory, specify the subdirectory path in
front of the file name. If the file name you specify is not a full path name, the CLI assumes that the name (and
path, if applicable) you enter are relative to the subdirectory that currently has the management focus.

NOTE: This command also is supported at the boot PROM.

Configuring the Flash Card as the Boot Source for Future Reboots

To set a flash card as the primary boot source, enter a command such as the following at the global CONFIG
level of the CLI:

Biglron(config)# boot system slotl B2R07100.bin
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The command in this example sets PCMCIA slot 1 as the primary boot source for the device. When you reload
the software or power cycle the device, the device looks for the flash image file you specify on the flash card in the
slot you specify.

Syntax: boot system slot1 | slot2 <file-name>

NOTE: The command syntax is the same for immediately reloading and for changing the primary boot source,
except the <file-name> must be the full path name. You cannot specify a relative path name. If the first character
in the path name is not a backslash (\ ), the CLI treats the name you specify as relative to the root directory.

The device’s response to the command depends on whether you enter the command at the Privileged EXEC level
or the global CONFIG level.

If you enter multiple boot system commands at the global CONFIG level, the software places them in the
running-config in the order you enter them, and saves them to the startup-config file in the same order when you
save the configuration. When you reload or power cycle the device, the device tries the boot sources in the order
they appear in the startup-config file and running-config.

Saving Configuration Changes to a PCMCIA Flash Card

You can configure the device to save configuration changes to a configuration file on a PCMCIA flash card.
Displaying the Current Location for Saving Configuration Changes

Enter the following command at the Privileged EXEC level of the CLI to display the current save location for the
startup-config file:

Biglron# locate startup-config
Syntax: locate startup-config
Specifying the Location for Saving Configuration Changes

By default, when you save configuration changes, the changes are saved to the startup-config file on the device’s
flash memory module. If you want to change the save location to a PCMCIA slot, enter a command such as the
following:

Biglron# locate startup-config slotl routerl.cfg
Biglron# write memory

The first command in this example sets the device to save configuration changes to the file named “routeri.cfg” in
the flash card in PCMCIA slot 1. The second command saves the running-config to the router1.cfg file on the
flash card in slot 1.

NOTE: In this example, after you save the configuration changes using the write memory command, the
router1.cfg file will include the command that designates PCMCIA slot 1 as the save location for configuration
changes.

Syntax: locate startup-config [slot1 | slot2] <file-name>

You can specify a relative path name or full path name as part of the file name.
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File Management Messages

The following table lists the messages the CLI can display in response to file management commands.

Table 3.3: Flash Card File Management Messages

This Message...

Means...

File not found

You specified a file name that the software couldn’t find. Verify the
command you entered to make sure the command matches the
source and destination you intended for the file operation.

Current directory of <slot-num> is:

<dir-path>

You have successfully changed the management focus to the slot and
subdirectory indicated by the message.

Path not found

You specified an invalid path.

There is not enough space on the
card

The flash card does not have enough space to hold the file you are
trying to copy to it.

Warning: Can not copy file bigger
than 3145728 bytes. File will be
truncated

The file you are trying to copy exceeds the maximum file size allowed
for copy operations.

Access is denied

You tried to copy or delete a file that has the read-only attribute.

A duplicate file name exists

You tried to rename a file using a name that is already in use by
another file.

Fatal error, can not read or write
media

A hardware error has occurred. One possible cause of this message
is if you removed the flash card while a file operation involving the
card was in progress.

The system can not find the drive
specified

The slot you specified does not contain a flash card.

Fatal error, File Allocation Table
corrupted

The flash card has been corrupted. Try the file operation you were
attempting again. If you receive the same message, you may need to
reformat the flash card.

Media is unformatted or contains
unknown file system

The card has not been formatted or has been formatted for a file
system the Management 4 module does not recognize. To use the
card in the Management 4 module, you need to format it for the 16
FAT file system.

There is sharing conflict between

format command and other read/write

operations

The flash card is currently undergoing formatting. This message also
can show up if you enter a command to format the card while the card
is being accessed for another file operation.

Invalid DOS file name

A filename you entered contains an invalid character (for example, “”
or V).

File recovered successfully and
named <file-name>

A file you tried to recover was successfully recovered under the name
indicated in the message

Using a 3Com Management Interface in the PCMCIA Slot

You can insert a 3Com Megahertz 10/100 LAN PC Card (model 3CCFE574BT) into a PCMCIA flash card slot on
a Management 4 module and use the PC Card as a management interface to the device.
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NOTE: This feature supports 3Com Megahertz 10/100 LAN PC Card model 3SCCFE574BT only.

NOTE: This feature applies only to the Management 4 module.

For PC Card information, see www.pc-card.com.

Usage Notes
*  You can insert the PC Card in PCMCIA slot 1 or 2.

NOTE: You can remove and insert a PC Card in the same slot without reloading the software. However, if
you remove the card from one slot and insert it into the other slot, you must reload the software (using the
reload command) to place the change into effect.

*  Only one management port is supported.

e The port supports Telnet, TFTP, and ICMP pings.

*  The management port does not perform traffic forwarding (switching).
*  The management port is a member of the default VLAN.

e The management port cannot be a member of another VLAN and cannot be configured as part of a trunk
group. The port does not support rate limiting, multicast, or jumbo packets. CLI commands for configuring
and managing other ports (switching ports) do not display information about the management port and cannot
configure the port.

*  The power saving option is not supported.

Installing the PC Card

1.  When the management module is either powered down or is powered on and has completely booted, insert
the card into a PCMCIA slot. Push gently yet firmly until the card is fully seated.

2. Insert the PC Card cable that came with the card into the port on the card. Make sure the icon on the cable
connector is facing upward (toward the top of the PCMCIA slot).

3. Insert one end of a crossover or straight-through cable into the other end of the PC Card cable:
* If you are connecting directly to a management device (such as a PC), use a Cat-5 crossover cable.
* If you are connecting to a hub or switch, use a Cat-5 straight-though cable.

4. Insert the other end of the cable into the management device, hub, or switch. Once a link is established, the
LED on the PCMCIA slot will light up.

Removing the PC Card

o If you need to remove the card, squeeze the release clips on the sides of the PC Card cable connector, then
pull the connector straight out of the card.

*  When the management module is either powered down or is powered on and has completely booted, pull the
card out of the PCMCIA slot.

Changing Parameter Settings

You can insert the PC Card into PCMCIA slot 1 or slot 2. No configuration is required, although you can change
the following parameter settings.

e  Port speed (10 Mbps, 100 Mpbs, or auto-sensing) — The default is 10 Mbps.
e  Mode (half-duplex or full-duplex) — The default is half-duplex.
e 802.3x Flow control (applies only to full-duplex mode) — Disabled by default.
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e |IP address of the management port (applies only to Layer 3 code) — None configured by default.
Changing the Port Speed

The default port speed is 10 Mbps. To change the port speed, enter a command such as the following at the
global CONFIG level of the CLI:

Biglron(config)# set pcmcia slotl auto

Syntax: [no] set pcmcia slot1 | slot2 10 | 100 | auto

The slot1 | slot2 parameter specifies the PCMCIA slot. There is no default.

The 10 | 100 | auto parameter specifies the port speed. The default is 10 Mbps.

Changing the Mode

To change the mode, enter a command such as the following at the global CONFIG level of the CLI:
Biglron(config)# set pcmcia slotl full

Syntax: [no] set pcmcia slot1 | slot2 full | half

The slot1 | slot2 parameter specifies the PCMCIA slot. There is no default.

The full | half parameter specifies the mode. The default is half (half-duplex).

Enabling 802.3x Flow Control

To enable 802.3x flow control, enter the following command at the global CONFIG level of the CLI:
Biglron(config)# set pcmcia slot2 flow-control

Syntax: [no] set pcmcia slot1 | slot2 flow-control

Configuring an IP Address

To configure an IP address on the management port, enter a command such as the following at the global
CONFIG level of the CLI:

Biglron(config)# set pcmcia slotl ip 10.10.10.2/24
Syntax: [no] set pcmcia slot1 | slot2 ip <ip-addr> <ip-mask>

or

Syntax: [no] set pcmcia slot1 | slot2 ip <ip-addr>/<mask-bits>
Displaying Management Port Information

To display information for a management port, enter the following command:

Biglron(config)# show pcmcia all
3Com Megahertz 574B lan card present at slot 1
Hardware is 100mbitEthernet, Mac address is 0001.03aa.2902
Speed is 10mb, Duplex is hdx, Flow_control is off
Member of L2 Vlan ID 1, port is untagged, not a member of any trunk.

PCMCIA card is not present at slot 2

Syntax: show pcmcia all | slot1 | slot2
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Chapter 4
Using the Velocity Management Module

The Velocity Management Module version 1 (VM1) is a redundant management module for Biglron Layer 3
Switch. The VM1 supports all of the features supported by Management 2, 3, and 4 modules, but enhances
feature performance using new hardware architecture.

NOTE: This chapter does not describe how to configure redundancy parameters. See “Using Redundant
Management Modules” on page 3-1.

Overview

The VM1 provides enhanced performance using distributed processing among multiple CPUs. The multiple CPUs
enable the VM1 to perform the following in hardware:

e Process Access Control Lists (ACLS)

e Perform Policy-Based Routing (PBRs)

e Perform Network Address Translation (NAT)

e Collect statistics and export them for NetFlow-based accounting and billing
Figure 4.1 shows the VM1.

Figure 4.1 Velocity Management Module version 1 (VM1)
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The VM1 does not have network interfaces but does have a serial management interface. In addition, the module
has status LEDs for its Management Processor (MP) and Velocity Switching Processor (VSPs), described in
“Management and Co-Processing CPUs” on page 4-1 and “Status LEDs” on page 4-13.

Management and Co-Processing CPUs
The VM1 contains four CPUs:

e One MP (Management Processor) — The MP performs management functions for the entire chassis.
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*  Three Velocity Switching Processor (VSPs) — The VSPs perform Layer 2 and Layer 3 switching for the
forwarding modules.

The MP and the VSP have their own flash memory with primary and secondary areas.

Figure 4.2 illustrates the architecture of the VM1.
Figure 4.2 Architecture of VM1
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Feature Coexistence

The VM1 architecture allows all the following features to be configured and active on a given port at the same
time.

* Input ACLs

* Input rate limiting

* NetFlow Export

*  sFlow Export

*  Network Address Translation (NAT)
*  Policy-Based Routing (PBR)

e Output ACLs

e Output rate limiting

When two or more of these features are applicable for a packet, the VM1 processes the features in the order listed
above.

Temperature Sensor

The VM1 also contains a temperature sensor. The sensor generates a Syslog message and SNMP trap if the
module’s temperature exceeds a specified warning level or shutdown level. You can use the CLI or Web
management interface to display the management module's temperature and to change the warning and
shutdown temperature levels. See “Using the Temperature Sensor” on page 9-52.

Management Redundancy

The VM1 supports management redundancy. You can install a second VM1 to act as a backup and take over
management of the Layer 3 Switch if the active VM1 becomes unavailable.
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Management redundancy is described in “Using Redundant Management Modules” on page 3-1. Management
redundancy using a pair of VM1 modules works as described in the chapter, with the following important
differences:

e The VSP CPUs on both modules actively process traffic. Only the MP CPU on the standby module is in
backup mode. The VSP CPUs on the standby module actively process traffic.

* The VSP CPU flash code is not automatically synchronized. To synchronize the flash code on the VSP
CPUs, use the vm copy tftp flash command, described in “File Synchronization Between the Active and
Standby Redundant Management Modules” on page 3-11. The flash code on the CPU is automatically
synchronized.

e If you use a pair of VM1 management modules in a chassis for redundancy, the device does not reassign the
forwarding modules assigned to the VSP CPUs on the active module to the other module following a hot
swap. See the next section.

Management Redundancy and Hot Swap

If you use a pair of VM1 management modules in a chassis for redundancy, the device does not reassign the
forwarding modules assigned to the VSP CPUs on the active module to the other module following a hot swap.
This is true in the following cases:

e If you insert a standby VM1 into an active device, the device does not replicate the assignments of the
forwarding modules to the VSP CPUs on the standby module. To work around this issue, use the vm-map
command to assign the forwarding modules to the VSP CPUs on the standby module after you insert the
module.

e If you remove a standby VM1 module that has taken over forwarding on an active device, the forwarding
modules assigned to the VSP CPUs on the standby module are not reassigned to the VSP CPUs on the
default active module. To avoid traffic interruption, use the vm-map command to assign the forwarding
modules to the VSP CPUs on the default active VM1 module before removing the standby module.

To list the VSP CPU assignments, enter the following command: show vm-map

To assign forwarding modules to VSP CPUs, enter the following command:

vm vm-map <from-slotnum> vm-slot <to-slotnum> vm-cpu <cpunum>

The <from-slotnum> parameter specifies the slot that contains the forwarding module.
The <to-slotnum> parameter specifies the slot that contains the VM1.

The <cpunum> parameter specifies the VSM CPU on <to-slotnum> that will perform the processing. The VSM
CPUs are numbered from 1 — 3.

VSP Load Sharing

The VM1 optimizes performance by distributing responsibility for the forwarding modules across the VSPs, so that
each VSP has sole responsibility for a given forwarding module and the modules are as evenly distributed across
the VSPs in terms of bandwidth.

When you power on or reset the VM1, the module assigns each of the forwarding modules to a VSP according to
each module’s weight. A forwarding module’s weight is a number that represents its total forwarding capacity. The
weight is measured in units of 1 for each 100 Mbps. For example, Table 4.1 shows the weights for some common
forwarding module types. Notice that the weight for 10/100 modules is based on the higher bandwidth (100 Mbps
instead of 10 Mbps) for all ports.
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Table 4.1: Forwarding Module Weights

Module type th::anggss Weight
24-port 10/100 Mbps | 2400 24
4-port 1000 Mbps 4000 40
8-port 1000 Mbps 8000 80

The device assigns the forwarding modules to VSPs in numerical order (always starting with VSP 1) and
beginning with the module with the highest weight and working down to the module with the lowest weight.

The device assigns a forwarding module’s ports to only one VSP. A single module’s ports are never distributed
across multiple VSPs.

The allocations determine the VSP that will process traffic received on a forwarding module’s ports. For example,
if an 8-port Gigabit module in slot 3 is allocated to VSP 1, then that CPU processes all the traffic received on the
module’s ports.

NOTE: If you hot-swap a module into or out of the chassis after the allocations have taken place at startup, the
device does not re-allocate modules to even out the load sharing. Instead, the device allocates the module you

insert to the VSP that currently has the least weight allocated to it. If you remove a module, the device subtracts
the module’s weight from the VSP to which the module was allocated.

Here are some examples of load sharing allocations for various configurations. Notice that for a four-slot chassis,
each forwarding module is allocated to its own VSP. The module’s weights determine the VSPs to which they are
allocated. For a chassis with more than four slots, some VSPs are allocated more than one module. Nonetheless,
the allocations are based on the forwarding modules’ weights and provide the most even distribution possible.

Example Configuration 1

Table 4.2 shows a module configuration and the resulting VSP allocations for a four-slot chassis. Notice that since
the VM1 does not have any forwarding ports, the module does not need to be allocated to a VSP.

Table 4.2: Example Configuration 1

Slot Module type Weight algr:ai:ed VsP
1 VM1 n/a n/a n/a
2 24-port 10/100 24 2 VSP 2
3 8-port Gigabit 80 1 VSP 1
4 24-port 10/100 24 3 VSP 3

Figure 4.3 shows the VSP allocations for this configuration.
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Figure 4.3 VSP allocations for example configuration 1
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The device begins with the highest-weight module, in this case the 8-port Gigabit module in slot 3, and allocates
that module’s ports to VSP 1. The device then allocates the module with the second-highest weight, in this case
the 24-port 10/100 module in slot 2, to the next VSP with the lowest allocated weight, which is VSP 2. Finally, the
device allocates the last forwarding module, the 24-port 10/100 module in slot 4, to the next VSP with the lowest
allocated weight, VSP 3.

Example Configuration 2

Table 4.3: Example Configuration 2

Slot Module type Weight algf;; g VSP

1 24-port 10/100 24 3 VSP 3
2 24-port 10/100 24 4 VSP 3
3 8-port Gigabit 80 1 VSP 1
4 VM1 n/a n/a n/a

5 24-port 10/100 24 5 VSP 2
6 4-port Gigabit 40 2 VSP 2
7 24-port 10/100 24 6 VSP 3
8 24-port 10/100 24 7 VSP 2

Figure 4.4 shows the VSP allocations for this configuration.
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Figure 4.4 VSP allocations for example configuration 2
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As in the previous example, the device starts with the highest-weight module, in this case the 8-port Gigabit
module in slot 3, and allocates that module to VSP 1. The device then allocates the second-highest weighted
module to VSP 2, and the third-highest weighted module to VSP 3. For the next module, the device selects the
VSP with the lowest allocated weight; in this case, that is VSP 3. And so on. As shown in this example, the
resulting distribution is fairly even among the three CPUs.

Displaying the Slot Allocations for the VSPs

To display the allocations, enter the show vm-map command. See “Determining the Slot Allocations for the
VSPs” on page 4-14.

Changing Slot Allocations

The default allocations are applicable to almost all configurations. However, you can remap a module to another
VSP CPU. To do so, enter a command such as the following at the global CONFIG level of the CLI:

Biglron(config)# vm vm-map slot 3 vm-slot 2 vm-cpu 1

This command remaps processing for the modules in slot 3 to VSP CPU 1 on the VM1 in slot 2.
Syntax: vm vm-map <from-slotnum> vm-slot <to-slotnum> vm-cpu <cpunum>

The <from-slothum> parameter specifies the slot that contains the forwarding module.

The <to-slotnum> parameter specifies the slot that contains the VM1.

The <cpunum> parameter specifies the VSM CPU on <to-slotnum> that will perform the processing. The VSM
CPUs are numbered from 1 — 3.

NOTE: Starting with release 07.6.01, you can assign individual MPLS-enabled Gigabit ports to specific VSPs.

VSP Load Sharing on a Per-DMA Basis

Starting in release 07.6.03, the VM1 supports VSP load sharing on a per-DMA basis. You can configure the VM1
to use either per-module or per-DMA VSP load sharing, and you can statically assign ports or slots to individual
VSPs.

In releases prior to 07.6.03, the VM1 distributes the load to the VSPs on a per-module basis. When the Foundry
device is powered on or reset, the VM1 assigns each of the forwarding modules to a VSP.

In release 07.6.03, the VM1 can distribute the load to the VSPs on a per-DMA basis. DMAs are packet
processors that control ports on Ethernet modules. Ethernet modules have multiple DMAs, each controlling a set
of ports on the module. For example, an IronCore 8-port Gigabit Ethernet module has four DMAs, each controlling
two ports. The following diagram illustrates the relationship between ports and DMAs on an IronCore 8-port
Gigabit Ethernet module.
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Figure 4.5 DMAs and ports on an IronCore 8-port Gigabit Ethernet module
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On an IronCore 8-port Gigabit Ethernet module, separate DMAs control ports 1 —2,3—-4,5 -6, and 7 —8. When
per-DMA VSP load sharing is enabled, the VM1 assigns forwarding responsibility for each DMA’s ports to a VSP
so that the forwarding load is balanced among the VSPs. This means that a single module’s ports can be
distributed across multiple VSPs. In previous releases, the VM1 assigned all of a module’s ports to only one VSP.

NOTE: In release 07.6.03, per-DMA VSP load sharing is supported only for IronCore 8-port Gigabit Ethernet
modules. Modules that do not support per-DMA VSP load sharing will have all of their ports assigned to a single
VSP, even if per-DMA VSP load sharing is enabled on the device.

Configuring Per-DMA VSP Load Sharing
To configure the VM1 to use per-DMA VSP load sharing, you can do the following:

*  Assign ports to individual VSPs statically. Forwarding for all of the ports controlled by the specified port’s
DMA are handled by the specified VSP.

e Allow the VM1 to assign DMAs to VSPs dynamically. When the device is started or reset, the VM1 load
balances processing by assigning DMAs to the VSPs according to the total bandwidth of the DMAs.

The following command assigns the DMA that controls port 2/1 to VSP 1 on the VM1 in slot 1:
Biglron(config)# vm vm-map port-dma 2/1 vm-slot 1 vm-cpu 1
Syntax: [no] vm vm-map port-dma <port> vm-slot <slot> vm-cpu <VSP-cpu>

To assign a DMA to a VSP, you specify any of the ports controlled by the DMA as the <port> parameter.
Forwarding for all of the ports controlled by the DMA is then handled by the specified VSP. This command is
similar to the vm vm-map slot command, which allows specific modules to be assigned to specific VSPs.

To configure the VM1 to assign DMAs to VSPs dynamically at startup, enter the following command:
Biglron(config)# vm vm-map per-port-dma
Syntax: [no] vm vm-map per-port-dma

If the vm vm-map per-port-dma command is in the Foundry device’s configuration when the device is started or
reset, the VM1 uses per-DMA VSP load sharing. Otherwise, the VM1 uses per-module VSP load sharing to
balance forwarding among the VSPs.

If any ports or modules are statically assigned to VSPs, then those assignments are made prior to any dynamic
assignments. You can have both per-module static assignments and per-DMA static assignments in a
configuration.

Static per-DMA assignments take precedence over static per-module assignments. For example, if the ports
controlled by DMA 1 in slot 2 are statically assigned to VSP 1 in slot 1, and the module in slot 2 is statically
assigned to VSP 2 in slot 1, then all the ports controlled by all the DMAs except DMA 1 are assigned to VSP 2,
and the ports controlled by DMA 1 are assigned to VSP 1.
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Ch

anging the Management Session from the MP to a VSP

By default, management sessions you open with the VM1 are established with the MP. However, you can
establish a session directly with a VSP. Each VSP supports some commands at the Privileged EXEC level.

NOTE: You can enter configuration commands only to the MP, not directly to a VSP.

The CLI provides a remote login facility for changing the management session to a VSP. When you log in to a
VSP, the CLI management session changes from the MP to the VSP. At this point, commands apply only to the
VSP. To enter commands to the MP, you must log out of the VSP. The CLI prompt changes to indicate the
chassis slot number and VSP you are logged on to.

Logging In to a VSP

To log in to a VSP, enter a command such as the following at the Privileged EXEC level of the CLI:

Biglron# rconsole 2 1
Biglron2/1 #

This command changes the management session from the MP to VSP 1 on the VM1 in slot 2. Notice that the end
of the command prompt changes to indicate the slot number and VSP number.

Syntax: rconsole <slotnum> <cpunum>

The <slotnum> parameter specifies the chassis slot that contains the module.
e  Slots in a four-slot chassis are numbered 1 — 4, from top to bottom.

* Slots in an eight-slot chassis are numbered 1 — 8, from left to right.

e Slots in a fifteen-slot chassis are numbered 1 — 15, from left to right.

The <cpunum> parameter specifies the VSP. The VSPs are numbered from 1 — 3.

Logging Out from the VSP

To log out from a management session with a VSP, enter the following command at the User EXEC or Privileged
EXEC level:

Biglron2/1 # rconsole-exit
Biglron#

Syntax: rconsole-exit

NOTE: You must enter the entire command name (rconsole-exit). The CLI will not accept abbreviated forms of
the command.

VSP Commands

The following commands are supported at the VSP command prompt:
* rconsole-exit — Logs out of the VSP.
* show ? - Displays the available show commands. The following show commands are available:
e show arp — Displays the ARP table.
* show filter — Displays configured filters.
* show ip access-lists — Shows the configured ACLs.
* show ip cache — Shows the IP cache.
e show ip nat — Shows NAT information.

e show ip route — Shows the IP route table.
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show mac-address — Shows the MAC table.

show running-config — Shows the running-config.
show usage — Shows Layer 4 session table information.
show trunk — Shows trunk group information.

show vlans — Shows VLAN information.

* write terminal — Displays the running-config on the management console.

With a few exceptions, the command syntax and displays are the same as described in the Foundry Switch and
Router Command Line Interface Reference. Here are the exceptions:

* The show ip route command displays only 20 entries at a time. The command has an optional parameter,
<num>, that indicates the entry at which you want the display to begin.

e The output of the show trunk and show vlans commands is different from the output format for these
commands when entered on the MP.

Displaying VM1 Module Information

You can display the following VM1 information:

*  Software versions — see “Displaying the Software Version Running on the Module” on page 4-9

*  General module information — “Displaying General Module Information” on page 4-11

* Module status — see “Determining Module Status” on page 4-12

*  Slot allocations for the VSPs — see “Determining the Slot Allocations for the VSPs” on page 4-14

The commands in this section are supported on the MP, not on the VSPs.

Displaying the Software Version Running on the Module
To display the software version running on the VM1, use either of the following methods.
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USING THE CLI

To display the software version running on the module, enter the following command at any CLI level:

MON-Biglron# show version
SW: Version 07.5.00T53 Copyright (c) 1996-2001 Foundry Networks, Inc.
Compiled on Oct 28 2001 at 15:54:49 labeled as VM1R07500
(2852369 bytes) from Primary VM1r07500.bin
HW:= Biglron 8000 Router, SYSIF version 21

SL 2: VM1 Management Module, SYSIF 11, VM, ACTIVE
0 MB SHM, 3 Application Processors
8192 KB BRAM, SMC version 1, ICBM version 21
SW: (1)07.5.00b2SPT72 (2)07.5.00b2SPT72 (3)07.5.00b2SPT72

SL 3: B24E Copper Switch Module
2048 KB BRAM, SMC version 2, ICBM version 21
256 KB PRAM(256K+0K) and 2048*8 CAM entries for DMA 8, version 0808
256 KB PRAM(256K+0K) and shared CAM entries for DMA 9, version 0808
256 KB PRAM(256K+0K) and shared CAM entries for DMA 10, version 0808

SL 4: B8G Fiber Switch Module
2048 KB BRAM, SMC version 1, ICBM version 21
256 KB PRAM(256K+0K) and 2048*8 CAM entries for DMA 12, version 0209
256 KB PRAM(256K+0K) and shared CAM entries for DMA 13, version 0209
256 KB PRAM(256K+0K) and 2048*8 CAM entries for DMA 14, version 0209
256 KB PRAM(256K+0K) and shared CAM entries for DMA 15, version 0209

Active management module:
500 MHz Power PC processor 750 (version 8/8302) 66 MHz bus
512 KB boot flash memory
16384 KB code flash memory
256 KB SRAM
512 MB DRAM
Monitor Option is on
The system uptime is 42 minutes 6 seconds
The system : started=warm start reloaded=by "reload"

Syntax: show version

The command shows information about the VM1 and also lists all the software versions running on the device.
The VM1 information is shown in this example in bold text.

USING THE WEB MANAGEMENT INTERFACE

You cannot display the module software versions using the Web management interface.

Displaying the Software Versions Installed on the Module
To display the software versions installed in the flash areas of the MP and the VSPs, use the following method.
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USING THE CLI

To display the software in the device’s flash areas, enter the following command at any CLI level:

MON-Biglron(config)# show flash

Active management module:

Code Flash Type: AMD 29F032B, Size: 64 * 65536 = 4194304, Unit: 4
Boot Flash Type: AMD 29F040, Size: 8 * 65536 = 524288

Compressed Pri Code size = 2852369, Version 07.5.00b2SPT23 (VM1r07500.bin)
Compressed Sec Code size = 2848200, Version 07.5.00bT22

Maximum Code Image Size Supported: 7011840 (0x006afe00)

Boot Image size = 162664, Version 07.03.00 (m2b.bin)

Monitor Image Version 4, for DRAM size 268435456

VM 2/1: Pri (1231492, 07.5.00b2SPT72), Sec (1004047, 07.2.11T71) Boot
(07.01.00)

VM 2/2: Pri (1231492, 07.5.00b2SPT72), Sec (1004047, 07.2.11T71) Boot
(07.01.00)

VM 2/3: Pri (1231492, 07.5.00b2SPT72), Sec (1004047, 07.2.11T71) Boot
(07.01.00)

Syntax: show flash
The lines highlighted in bold in this example list the software installed on the module:

e The Compressed Pri Code and Compressed Sec Code lines list the flash code installed in the flash areas on
the module.

* The Boot Image line lists the boot code.

e The VM lines list the flash images and boot code installed on the VSPs. The numbers following "VM" indicate
the chassis slot number that contains the VM1 and the VSP number on the VM1.

Displaying General Module Information
To display general module information, use the following method.
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USING THE CLI

To display general information for a VM1, enter the following command at any CLI level:

MON-Biglron(config)# show vm-state

VM MODULE (2) App CPU 0 MB SHM, 3 Application Processors
CPU 0 in state of VM_STATE_RUNNING
CPU 1 in state of VM_STATE_RUNNING
CPU 2 in state of VM_STATE_RUNNING
Module 2 App CPU 1, SW: Version 07.3.00b2SPT72
Compiled on Jun 04 2001 at 17:14:08 labeled as VSP0O7300b2SP
DRAM 268M, BRAM 262K, FPGA Version 0050
Code Flash 4M: Primary (1231492 bytes, 07.3.00b2SPT72),
Secondary (1004047 bytes, 07.2.11T71)
Boot Flash 131K, Boot Version 07.01.00
The system uptime is 0 day O hour 44 minute 15 second
General Status: O ipc msg rec, 2 ipc msg sent

Module 2 App CPU 2, SW: Version 07.3.00b2SPT72

Compiled on Jun 04 2001 at 17:14:08 labeled as VSP07300b2SP

DRAM 268M, BRAM 262K, FPGA Version 0050

Code Flash 4M: Primary (1231492 bytes, 07.3.00b2SPT72),
Secondary (1004047 bytes, 07.2.11T71)

Boot Flash 131K, Boot Version 07.01.00

The system uptime is 0 day O hour 44 minute 15 second

General Status: O ipc msg rec, 2 ipc msg sent

Module 2 App CPU 3, SW: Version 07.3.00b2SPT72

Compiled on Jun 04 2001 at 17:14:08 labeled as VSP0O7300b2SP

DRAM 268M, BRAM 262K, FPGA Version 0050

Code Flash 4M: Primary (1231492 bytes, 07.3.00b2SPT72),
Secondary (1004047 bytes, 07.2.11T71)

Boot Flash 131K, Boot Version 07.01.00

The system uptime is 0 day O hour 44 minute 15 second

General Status: O ipc msg rec, 2 ipc msg sent

Syntax: show vm-state

This command displays the state of the VM1, the software version running on the module, and detailed
information for each VSP on the module.

USING THE WEB MANAGEMENT INTERFACE

You cannot display general VM1 information using the Web management interface.

Determining Module Status
You can determine the status of a VM1 in the following ways:

e  Status LEDs — Each VSP has LEDs that show send and receive activity for the processor. The MP has LEDs
for data activity (both send and receive) and power.

*  Module information in software — The module information displayed by the software indicates whether the
module came up properly.
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Status LEDs

You can determine the status of a VM1 processor by observing its LEDs. The processors have the following
LEDs. Each VSP has its own column of TxAct and RxAct LEDs. The left column shows activity for VSP 1, the
middle column shows activity for VSP 2, and the right column shows activity for VSP 3.

Table 4.4: VM1 LEDs

LED Position State Meaning
Active Upper LED to On The MP is active.
the left of the - -
serial interface Off The MP is not active.
Power Lower LED to On The power status is good.
the left of the
serial interface Off The power status is not good.
TxAct UpperLED near | Blinking The VSP is transmitting data.
the middle of
the module
RxAct Lower LED near | Blinking The VSP is receiving data.
the middle of
the module
Software

You can display status information for a VM1 using either of the following methods.

NOTE:
e  Slots in a four-slot chassis are numbered 1 — 4, from top to bottom.
*  Slots in an eight-slot chassis are numbered 1 — 8, from left to right.

* Slots in a fifteen-slot chassis are numbered 1 — 15, from left to right.

USING THE CLI

To display the status of a VM1 using the CLI, enter the following command at any CLI level:

Biglron(config)# show module

Module Status Ports Starting MAC
S1:
S2: Configured as BOGMR VM Management Module
S3: B24E Copper Switch Module OK 24 00e0.52c2.9f40
S4: B24E Copper Switch Module OK 24 00e0.52c2.9f60
S5:
S6: BOGMR VM Management Module ACTIV 0
S7:
S8:

Syntax: show module
The Status column shows the module status. A VM1 can have one of the following statuses:

e ACTIVE — The module is currently the active management module.
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STANDBY - The module is the standby management module. (This applies only to management modules
that support redundancy.)

COMING UP — The module is coming up as the standby module. This status can be observed during
switchover.

FAILED — This status indicates that the host module failed to come up.

OK — This status indicates that the module came up and is operating normally.

NOTE: The ACTIVE, STANDBY, and COMING UP status values apply only to management modules.

USING THE WEB MANAGEMENT INTERFACE

1.
2.

Select the Home link to display the System configuration sheet, if not already displayed.

Select the Module link to display the Module panel. The Status column shows the module status. A Web
Switching module can have one of the following statuses:

e ACTIVE - The module is currently the active management module.

*  STANDBY — The module is the standby management module. (This applies only to management
modules that support redundancy.)

e COMING UP — The module is coming up as the standby module. This status can be observed during
switchover.

e  FAILED - This status indicates that the host module failed to come up.

*  OK - This status indicates that the module came up and is operating normally.

NOTE: The ACTIVE, STANDBY, and COMING UP status values apply only to management modules.

Determining the Slot Allocations for the VSPs

The VM1 automatically load balances processing by allocating chassis slots to the VSPs according to the total
bandwidth of the modules in the slots. To list the slot allocations, use the following CLI method.

USING THE CLI

To display the slot allocations for the VSPs, enter the following command at any CLI level:

Biglron(config)# show vm-map

slot 2 (weight 24 x 100M) is processed by VSP 1/2 (weight 24)
slot 3 (weight 8 x 1000M) is processed by VSP 1/1 (weight 80)
slot 4 (weight 24 x 100M) is processed by VSP 1/3 (weight 24)

Syntax: show vm-map

This example shows the slot allocations for a four-slot chassis. The output displays rows only for the slots that
contain forwarding modules. No information is displayed for empty slots.

Each row shows the following information:

The chassis slot (“slot 2” in the first row of the example above)
The weight of the module in the slot (“weight 24 x 100M” in the first row of the example above)

The chassis slot that contains the VM1 and the VSP to which the forwarding module described by this row is
allocated (“is processed by VSP 1/2”). The “1” in this example indicates the VM1 is in chassis slot 1. The “2”
in this example indicates that VSP 2 is handling the forwarding module in slot 2.
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*  The total weight assigned to the VSP (“weight 24" in the first row of this example).

NOTE: If the ports on a module are not up, the output says "will be processed" instead of "is processed" and
the weight is listed as "0". In this case, the VM1 reserves a VSP for the module but does not add weight for
the module’s ports to the reserved VSP.

NOTE: For reference, this example matches “Example Configuration 1” on page 4-4.

When per-DMA VSP load sharing is enabled on the device, the show vm-map command displays static VSP
assignments. For example:

Biglron# show vm-map
slot 1 (weight 80 x 100M):
e 1/5-1/6 is processed by VSP processor 4/2
e 1/7-1/8 is processed by VSP processor 4/3
slot 2 (weight 24 x 100M) is processed by VSP processor 4/1

Static configuration:

slot 1 (weight 80 x 100M):
e 1/71-1/2 is processed by VSP processor 4/3
e 1/3-1/4 is processed by VSP processor 4/1

In the example above, per-DMA VSP load sharing has been enabled on the device. The module in slot 1
supports per-DMA VSP load sharing, but the module in slot 2 does not. The VM1 is located in slot 4.

On the module in slot 1, the DMAs controlling ports 1 — 2 and 3 — 4 have been statically assigned to VSPs. The
DMAs controlling the other ports on the module have been dynamically assigned to VSPs based on the weight of
the DMAs.

All of the ports on the module in slot 2 are assigned to VSP 4/1. Since the module does not support per-DMA
VSP load sharing, all of its ports are assigned to a single VSP.
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Chapter 5
Using 10 Gigabit Ethernet Modules

This chapter describes the Foundry 10 Gigabit Ethernet modules. It contains the following topics:
*  “1-Port 10 Gigabit Ethernet Module” below

*  “10 Gigabit Ethernet Modules with XENPAK Optics” on page 5-2

e “Cleaning the Fiber Optic Connectors” on page 5-4

e  “Cabling 10 Gigabit Ethernet Modules” on page 5-4

*  “Port LEDs” on page 5-5

e “Troubleshooting Network Connections” on page 5-5

e  “Upgrading an FPGA on a 10 Gigabit Ethernet Module” on page 5-9

1-Port 10 Gigabit Ethernet Module

The 1-port 10 Gigabit Ethernet module provides the following types of 10 Gigabit Ethernet interfaces:
e 1310nm serial for single-mode fiber — part number B10Gx-LR
e 1510nm serial for single-mode fiber — part number B10Gx-ER

Figure 5.1 shows the front panel of a 1-port 10 Gigabit Ethernet module.

Figure 5.1 Front panel of 1-port 10 Gigabit Ethernet module

Bl
;

This module provides one 10 Gigabit interface. The interfaces operate at full duplex. For the serial port types
listed above, use the matching fiber type with an SC connector. For example, if you are using the 1310nm serial
module for single-mode fiber, attach a 1310nm single-mode fiber cable that has an SC connector.

Foundry 10 Gigabit Ethernet modules are compliant with the IEEE 802.3ae 10-Gigabit Ethernet standard.

System Requirements
The 1-port 10 Gigabit Ethernet modules are supported in the following products:

e Biglron 4000, Biglron 8000, and Biglron 15000
¢ Netlron 400, Netlron 800, and Netlron 1500 Metro routers
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e  Fastlron 400, Fastlron 800, and Fastlron 1500

You need an M2, M3, or M4 management module that supports redundancy or a VM1 management module.

NOTE: To use a 1-port 10 Gigabit Ethernet module in a chassis managed by a VM1, you must be running
software release 07.6.01 or later.

Hardware on the 1-Port 10 Gigabit Ethernet Module

Each 1-port 10 Gigabit Ethernet module uses a single 10 Gigabit Ethernet MAC controller, separate transmit and
receive controllers, and five Field-Programmable Gate Arrays (FPGAs). The FPGAs enable you to easily
implement architecture upgrades without changing the hardware. The software includes a CLI command you can
use to upgrade the FPGAs if needed. See “Upgrading an FPGA on a 10 Gigabit Ethernet Module” on page 5-9.

The 10 Gigabit Ethernet standard does not include link auto-negotiation. A Foundry 10 Gigabit Ethernet port is
unable to detect a link failure at the other end of the link if the failure is on the receive side of the remote link.
However, the Foundry 10 Gigabit Ethernet port can detect a link failure if the failure occurs on the transmit side of
the remote link.

NOTE: The non-XENPAK 10 Gigabit Ethernet module can function in the same chassis with Foundry’s XENPAK-
based 10 Gigabit Ethernet modules.

Features Not Supported on the 1-Port 10 Gigabit Ethernet Module

The following features are not supported on the non-XENPAK 10 Gigabit Ethernet module in the current release:
* Rate limiting

* IronClad QoS

e |P multicast on tagged ports

e Jumbo packets, if the module is used in a chassis that contains IronCore (non-JetCore) modules. When you
use the module in a chassis containing JetCore modules, jumbo packets are supported.

Replacing the Optics on the 1-Port 10 Gigabit Ethernet Module

If you need to replace the optics on the non-XENPAK 10 Gigabit Ethernet module, contact Foundry Networks.

10 Gigabit Ethernet Modules with XENPAK Optics
Software release 07.6.03 introduced support for 1-port and 2-port 10 Gigabit Ethernet modules with XENPAK
optics.
Figure 5.2 shows the front panel of a 1-port 10 Gigabit Ethernet Module.
Figure 5.2 Front panel of 1-port 10 Gigabit Ethernet module
i o 1 @
Figure 5.3 shows the front panel of a 2-port 10 Gigabit Ethernet Module.
Figure 5.3 Front panel of 2-port 10 Gigabit Ethernet module
o EO oo, EO “ O
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The 10 Gigabit Ethernet interfaces operate at full duplex. The module uses GBIC-like XENPAK Multisource
Agreement (MSA) optics. The XENPAK optics are hot-swappable, allowing you to change the optics without
removing the module from the chassis.

The following kinds of XENPAK optics are supported:
e 1310nm serial for single-mode fiber
* 1510nm serial for single-mode fiber

For the XENPAK optic types listed above, use the matching fiber type with an SC connector. For example, if you
are using the 1310nm serial module for single-mode fiber, attach a 1310nm single-mode fiber cable that has an
SC connector.

System Requirements
The XENPAK-based 10 Gigabit Ethernet modules are supported in the following products:

e Biglron 4000, Biglron 8000, and Biglron 15000.
e  Fastlron 400, Fastlron 800, and Fastlron 1500.
¢ Netlron 400, Netlron 800, and Netlron 1500.

You need an M4 or VM1 management module.

Hardware on the XENPAK-Based 10 Gigabit Ethernet Module

Each port on the XENPAK-based 10 Gigabit Ethernet modules has a 10 Gigabit Ethernet MAC controller and
separate transmit and receive controllers. The modules have two kinds of FPGAs. The FPGAs enable you to
easily implement architecture upgrades without changing the hardware. The software includes a CLI command
you can use to upgrade the FPGAs if needed. See “Upgrading an FPGA on a 10 Gigabit Ethernet Module” on
page 5-9.

NOTE: The XENPAK-based 10 Gigabit Ethernet modules can function in the same chassis with the non-
XENPAK-based 1-port 10 Gigabit Ethernet modules.

Features Not Supported on XENPAK-based 10 Gigabit Ethernet Modules

The XENPAK-based 10 Gigabit Ethernet modules support all of the applicable Layer 2 and Layer 3 features in
software release 07.6.03 and earlier. The following features are not supported in the current release:

* Rate limiting

* Jumbo packets, if the module is used in a chassis that contains IronCore (non-JetCore) modules. When you
use the module in a chassis containing JetCore modules, jumbo packets are supported.

Removing and Installing XENPAK Optics

You can remove a XENPAK optic from a 10 Gigabit Ethernet module and replace it with a new one while the
Foundry device is powered on and running.

Before performing either of these tasks, have the following on hand:

e An electrostatic discharge (ESD) wrist strap

WARNING: For safety reasons, the ESD wrist strap should contain a series 1 meg ohm resistor.

*  The protective covering that you removed from the port connectors when you initially installed the XENPAK
optic

e The new XENPAK optic (if you are installing one)

e A small flathead screwdriver
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Removing a XENPAK Optic
To remove a XENPAK optic from a 10 Gigabit Ethernet module, do the following:

1. Put on the ESD wrist strap and attach the clip end to a metal surface (such as an equipment rack) to act as
ground.

Disconnect the two fiber cable connectors from the port connectors.
Insert the protective covering into the port connectors.
Using the flathead screwdriver if necessary, loosen the two thumbscrews on the ends of the XENPAK optic.

Pull the XENPAK optic out of the port, and place it in an anti-static bag for storage if desired.

o o > D

Install a new XENPAK optic in the module, if necessary. For information about performing this task, see
“Installing a XENPAK Optic” below.

Installing a XENPAK Optic
To install a XENPAK optic in a 10 Gigabit Ethernet module, do the following:

1. Put on the ESD wrist strap and attach the clip end to a metal surface (such as an equipment rack) to act as
ground.

2.  Remove the new XENPAK optic from its protective packaging.

3. Gently insert the XENPAK optic into the module until it clicks into place. The XENPAK optics are keyed to
prevent incorrect insertion.

4. Secure the XENPAK optic by tightening the two thumb-screws. If desired, you can further tighten the thumb-
screws using the flathead screwdriver.

Cleaning the Fiber Optic Connectors

To avoid problems with the connection between the fiber-optic module connectors and the fiber cable connectors,
Foundry strongly recommends cleaning both connectors each time you disconnect and reconnect them. In
particular, dust can accumulate in the connectors and cause problems such as reducing the optic launch power.

To clean the fiber cable connectors, Foundry recommends using a fiber-optic reel-type cleaner. You can purchase
this type of cleaner from the following Web site:

http://www fisfiber.com/fisfiber.com/Home_Page.asp

To clean the fiber-optic module connectors, Foundry recommends using a product that dispenses dust-free air,
such as Micro-Blast. You can purchase such a product from the following Web site:

http://www.microcare.com/product/solvents/PS-50.html.

When cleaning a fiber-optic module connector, do not use unfiltered air from an air compressor, cotton swabs, or
other types of swab applicators. These types of products may leave lint or dust in the connector.

Also, when not using a fiber-optic module connector, make sure to keep the protective covering on.

Cabling 10 Gigabit Ethernet Modules

To cable a 10 Gigabit Ethernet module, do the following:
1. Remove the protective covering from the fiber-optic port connectors and store the covering for future use.

2. Before attaching cables to the module, Foundry strongly recommends cleaning the cable connectors and the
port connectors. For more information, see “Cleaning the Fiber Optic Connectors”.

3. Gently insert the two cable connectors (a tab on each connector should face upward) into the port connectors
until the tabs lock into place.
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4. Observe the link and active LEDs to determine if the network connections are functioning properly. For more
information about the LED indicators, see Table 5.1.

Port LEDs

The LEDs listed in Table 5.1 provide status information for 10 Gigabit Ethernet ports. All types of Foundry 10
Gigabit Ethernet modules use the same port LEDs.

Table 5.1: LEDs for 10 Gigabit Ethernet Ports

LED Position State Meaning
Link Top On Port is connected.
Off No port connection exists.
Activity Bottom On Traffic is being transmitted and received
on that port.
Off No traffic is being transmitted.
Blinking Traffic is being transmitted and received

on that port.

Troubleshooting Network Connections

After you attach cables to the 10 Gigabit Ethernet modules, you can observe the LEDs to determine if the network
connections are functioning properly. Table 5.2 outlines possible abnormal states of each LED, and what to do if
an LED indicates an abnormal state.

Table 5.2: Network Connection-Related LED States

LED Abnormal Meaning/Action
State
Link Off A link is not established with the remote port. You can do the
following:

e Verify that the connection to the other network device has been
properly made. Also, make certain that the other network device
is powered on and operating correctly.

e Verify that the transmit port on the Foundry device is connected
to the receive port on the other network device, and that the
receive port on the Foundry device is connected to the transmit
port on the other network device. If you are not certain, remove
the two cable connectors from the port connector and reinsert
them in the port connector, reversing their order.

e Dust may have accumulated in the cable connector or port
connector. For information about cleaning the connectors, see
“Cleaning the Fiber Optic Connectors” on page 5-4.

e If the other actions don’t resolve the problem, try using a
different port or a different cable.
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Table 5.2: Network Connection-Related LED States

LED Abnormal Meaning/Action
State

Activity Off for an The port is not transmitting or receiving user packets. You can do the
extended following:
period.

¢  Check the Link LED to make sure the link is still established with
the remote port. If not, take the actions described in the
Meaning/Action column for the Link LED.

e \Verify that the port has not been disabled through a
configuration change. You can use the CLI to do this. If you have
configured an IP address on the device, you also can use the
Web management interface or IronView Network Manager.

If a problem persists after taking these actions, contact Foundry Technical Support.

Link Fault Signaling (LFS)

NOTE: This feature is supported in software releases 07.6.02 and later.

Link Fault Signalling (LFS) is a physical layer protocol that enables communication on a link between two 10
Gigabit Ethernet devices. When configured on a Foundry 10 Gigabit Ethernet port, the port can detect and report
fault conditions on transmit and receive ports.

Foundry’s 10 Gigabit Ethernet devices include the following:
*  First generation device:
e 1-port 10 Gigabit Ethernet Module
e Second generation devices:
e 2-port 10 Gigabit Ethernet Module with XENPAK optics

Foundry introduced LFS in software release 07.6.02, thereby enabling Foundry’s 10 Gigabit Ethernet devices to
communicate critical link status information.

In release 07.6.03, Foundry’s implementation of LFS became compliant with the IEEE standard, however, you
could enable it only between two First generation 10 Gigabit Ethernet devices, or between two Second generation
10 Gigabit Ethernet devices. LFS support was not available between First generation and Second generation 10
Gigabit Ethernet devices.

In software release 07.6.04 and later, Foundry’s software supports LFS among all 10 Gigabit Ethernet devices,
including LFS support between First and Second generation devices.

Determining the 10 Gigabit Ethernet Module Installed in Your System

To determine which 10 Gigabit Ethernet Module your system is running, enter the show flash command at the
Privileged EXEC level of the CLI. The output of the show flash command will help you determine which module
is installed, as follows:

*  First generation devices (1-port 10 Gigabit Ethernet Modules) will show five FPGA images.

*  Second generation devices (1-port and 2-port 10 Gigabit Ethernet Modules with XENPAK optics) will display
two FPGA images.

Configuring Link Fault Signalling

Configuration procedures for LFS differ depending on your 10 Gigabit Ethernet hardware configuration. See
“Determining the 10 Gigabit Ethernet Module Installed in Your System” on page 5-6.
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To configure LFS, follow the appropriate procedures, below.

Enabling LFS Between Two First Generation Devices or Between Two Second Generation
Devices

To enable LFS between two First generation 10 Gigabit Ethernet devices, or between two Second generation 10
Gigabit Ethernet devices, enter commands such as the following on both ends of the link:

Biglron(config)# interface e 1/1
Biglron(config-if-e1000-1/1)# link-fault-signal

Syntax: [no] link-fault-signal

Use the no form of the command to disable LFS.

LFS is OFF by default.

Enabling LFS Between a First Generation Device and a Second Generation Device

To enable LFS between a First generation 10 Gigabit Ethernet device and a Second generation 10 Gigabit
Ethernet device, enter commands such as the following:

1. On the First generation 10 Gigabit Ethernet device, enter commands such as the following:

Biglron(config)# interface e 1/1
Biglron(config-if-e1000-1/1)# link-fault-signal

2. On the Second generation 10 Gigabit Ethernet device, enter commands such as the following:

Biglron(config)# interface e 1/1
Biglron(config-if-e1000-1/1)# link-fault-signal legacy

Syntax: [no] link-fault-signal legacy
Use the no form of the command to disable LFS.
LFS is OFF by default.

Remote Fault Notification (RFN) on Fiber Connections

For fiber-optic connections, you can optionally configure a transmit port to notify the receive port on the remote
device whenever the transmit port becomes disabled.

When you enable this feature, the transmit port notifies the remote port whenever the fiber cable is either
physically disconnected or has failed. When this occurs and the feature is enabled, the device disables the link
and turns OFF both LEDs associated with the ports.

By default, Remote Fault Notification (RFN) is disabled. In this case, if the transmit port becomes physically
disabled or fails, the link still appears as though it is enabled and the LEDs for both ports remain ON.

Configuration Notes
* RFN is supported in software releases 07.6.05 and later, and in Service Provider releases 09.1.00 and later.

*  This feature is only available for Gigabit Ethernet Fiber ports. It is not available for 10/100 ports and Gigabit
Ethernet Copper ports.

RFN Enhancements in 07.8.00

Software releases prior to 07.8.00 provide support for Remote Fault Notification (RFN) on individual interfaces
only.

Software release 07.8.00 provides enhanced support for RFN by making it available:
e Globally, on the entire device

*  On a trunk group
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*  On anindividual interface
Configuration Considerations

e Configuring RFN on a global basis enables RFN on every port and takes precedence over RFN
configurations on trunk groups and on individual interfaces.

* When RFN is enabled both globally and on a trunk group, and you remove a secondary port in a trunk group,
the secondary port becomes disabled and the primary port in the trunk group remains enabled.

*  When RFN is enabled both globally and on a trunk group, the trunk group behaves as follows:

e If a primary port in a trunk group fails, only the primary port reports an RFN error. None of the other
(secondary) ports in the trunk group will report an RFN error.

e If a secondary port in a trunk group fails, the secondary port reports an RFN error even though the
primary port has not failed and is still enabled.

*  When RFN is not enabled globally, but is enabled on a trunk group, the trunk group behaves as follows:

e If the primary port in a trunk group fails, the primary port will report an error. All other trunk ports will not
report errors and will remain enabled.

e If a secondary port in a trunk group fails and the primary port is still enabled and has not failed, the
secondary trunk port will report an error and all other trunk ports will remain enabled.

Enabling Remote Fault Notification
To enable RFN globally, on the entire device, enter the following command:

Biglron(config)# gig-default auto-gig rfn

To enable RFN on a trunk group, enter the command on the primary port of the trunk group, as shown in the
following example:

Biglron(config)# int e 1/1
Biglron(config-if-el000-1/1)# gig-default auto-gig rfn

To enable RFN on an individual interface, enter commands such as the following:

Biglron(config)# int e 1/2
Biglron(config-if-el000-1/2)# gig-default auto-gig rfn

Syntax: [no] gig-default auto-gig rfn

To disable RFN after enabling it, use the no parameter with the command.
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Viewing Which Fiber Ports Have RFN Enabled

Use the show run command to view which fiber ports have RFN enabled. The following shows an example
output.

Biglron Router# sh run

Building configuration. ..
Current configuration : 349 bytes
ver 07.7.00b1T51

module 1 bi-jc-8-port-gig-m4-management-module
module 2 bi-jc-16-port-gig-fiber-module
module 3 bi-jc-8-port-gig-module

module 8 bi-jc-16-port-gig-copper-module

no global-stp

no spanning-tree

ip address 2.2.2_.2 255.255_255_255
auto-cam-repaint

pram-write-retry

interface ethernet 1/2

gig-default auto-gig rfn

Upgrading an FPGA on a 10 Gigabit Ethernet Module

NOTE: If an upgrade is required for any of the FPGA files, you must upgrade all the FPGA files.

1. Complete the upgrades of the boot code and flash code, if required.
2. Enter commands such as the following at the Privileged EXEC level of the CLI:

Biglron# 10gig copy tftp 10.10.10.10 rxbmgr.bin
Biglron# 10gig copy tftp 10.10.10.10 rxpp-bin
Biglron# 10gig copy tftp 10.10.10.10 txaccum.bin
Biglron# 10gig copy tftp 10.10.10.10 txpp-bin
Biglron# 10gig copy tftp 10.10.10.10 ageram.bin

Syntax: 10gig copy tftp | slot1 | slot2 flash <ip-addr> <filename> [module <slothum>]
where:

* tftp | slot1 | slot2 — specifies the location of the FPGA file. The tftp parameter indicates that the file is on
a TFTP server. The slot1 and slot2 parameters indicate that the file is on a PCMCIA flash card. Specify
slot1 if the file is on the flash card in PCMCIA slot 1. Specify slot2 if the file is on the flash card in
PCMCIA slot 2.

e <ip-addr> — specifies the IP address of the TFTP server, if you specify tftp.

* <filename> — specifies the FPGA file name.

NOTE: You can store and copy the FPGA files using any valid filename; however, Foundry recommends that
you use the file names listed in the “Software Image Files” section of the release notes. The device uses
information within the files to install them in the correct FPGAs. The show flash command lists the FPGAs.
For an example of the show flash output, see “Displaying the Installed FPGA Revisions” on page 5-10.
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¢ module <slothum> — optionally, specifies the modules on which you want to install the upgrade. If you do
not specify a slot number, the command upgrades the FPGA on all 10 Gigabit Ethernet modules in the
chassis.

3. Reload the software by entering one of the following commands:
e reload (this command boots from the default boot source, which is the primary flash area by default)

e boot system flash primary | secondary

NOTE: The show flash command will list the new FPGA code versions but the new versions do not take
effect until you reload the software.

Displaying the Installed FPGA Revisions

To display the software versions installed in flash memory on the management module and the FPGA versions
installed on the 10 Gigabit Ethernet modules, enter the following command:

Biglron# show flash

Active management module:

Code Flash Type: AMD 29LV0O33C, Size: 64 * 65536 = 4194304, Unit: 4

Boot Flash Type: AMD 29LV040B, Size: 8 * 65536 = 524288

Compressed Pri Code size = 2813111, Version 07.6.03b130T53 (b2r07603b130.bin)
Compressed Sec Code size = 2799367, Version 07.6.03b79T53 (b2r07603b79.bin)
Maximum Code Image Size Supported: 6815232 (0x0067fe00)

Boot Image size = 275128, Version 07.06.03 (m2b07603.bin)

Monitor Image Version 4, for DRAM size 268435456

Used Configuration Flash Size=2092, Max Configuration Flash Size=524288.

10 GIG module slot 2

X10G RXBMGR FGPA version: 80 revision: 6 2001/11/15 15:38:43
X10G RXPP FGPA version: 81 revision: 13 2002/06/17 17:28:53
X10G TXACCUM FGPA version: 82 revision: 6 2001/12/12 18:51:43
X10G TXPP FGPA version: 83 revision: 11 2002/08/16 19:15:36
X10G AGERAM FGPA version: 84 revision: 4 2001/10/26 19:53:24

2x10 GIG module slot 3
2X10G XTM FGPA version: 89 revision: 34 2003/702/07 01:35:52
2X10G XPPE FGPA version: 88 revision: 34 2003702725 05:08:30

Syntax: show flash

The boot code and flash code versions are listed in the "Compressed Pri Code size", "Compressed Sec Code
size", and "Boot Image size" lines of the display. The FPGA versions are listed separately for each 10 Gigabit
Ethernet module. In this example, the chassis contains a non-XENPAK-based 1-port 10 Gigabit Ethernet module
in slot 2, and a XENPAK-based 2-port 10 Gigabit Ethernet module in slot 3. Notice that the FPGA names match
the file names listed in the release notes.
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Chapter 6
Using Power Over Ethernet Modules

This chapter describes the JetCore 24-Port Power Over Ethernet (POE) modules and how to configure them.

Power over Ethernet on JetCore Chassis devices is compliant with the IEEE 802.3af specification. Support for
Power over Ethernet consists of the JetCore J-B24E-POE and J-F24E-POE modules, which can supply power
and data to POE-enabled devices, and the RPS-POE Shelf, which is a separately installed power shelf used for
supplying power to the J-B24E-POE and J-F24E-POE modules.

The 802.3af specification provides the standard for delivering power over existing network cabling infrastructure,
enabling multicast-enabled full streaming audio and video applications for converged services, such as Voice over
IP (VoIP), WLAN access points, IP surveillance cameras, and other IP powered devices. POE technology
eliminates the need for an electrical outlet and dedicated UPS near IP-powered devices. When the POE modules
are installed in a Chassis device, power can be consolidated and centralized in the wiring closets, improving the
reliability and resiliency of the network.

This chapter consists of the following sections:

*  “Power Over Ethernet Hardware Description”, below describes the J-B24E-POE and J-F24E-POE modules
and the RPS-POE power shelf.

* “Installing the POE Hardware” on page 6-4 provides instructions for installing the J-B24E-POE or J-F24E-
POE modules in a Chassis device and installing RPS-POE power shelf in an equipment rack.

. “Configuring the POE Software” on page 6-11 describes how to configure Power over Ethernet on J-B24E-
POE or J-F24E-POE ports using CLI commands.

* “Displaying Power over Ethernet Information” on page 6-13 shows how to display information about POE-
enabled ports on a Foundry device.

Power Over Ethernet Hardware Description
This section describes the features of the J-B24E-POE and J-F24E-POE modules and the RPS-POE power shelf.

J-B24E-POE and J-F24E-POE Modules
Figure 6.1 shows the front panel of the J-B24E-POE module.
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Figure 6.1 Front panel of the J-B24E-POE Power Over Ethernet Module
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The J-B24E-POE and J-F24E-POE modules provide 24 RJ-45 connectors for Cat5 cabling. You can connect each
port to a 10 Mpbs or 100 Mbps segment. The ports automatically detect the speed of the network and configure
themselves accordingly. The pin assignments and the status LEDs are the same as the ones for the 10/100 Mbps
ports on other Foundry modules. The 10/100 ports on the J-B24E-POE and J-F24E-POE modules can detect
802.3af compatible IP devices and provide power accordingly.

The J-B24E-POE and J-F24E-POE modules contain a Foundry-proprietary 4-pin connector, labelled POE-IN.
The connector is used for connecting a cable between the module and the RPS-POE power shelf. In order for the
module to provide power to POE-enabled devices, you must connect the POE-IN connector to one of the POE
output connectors on the RPS-POE power shelf. Each J-B24E-POE or J-F24E-POE module installed in the
Chassis device must be connected to the RPS-POE power shelf in this way.

The 10/100 Mbps ports provide status information using the LEDs listed in the following table:

Table 6.1: LEDs on J-B24E-POE and J-F24E-POE modules

LED Position State Meaning
Link/Activity Left LED above | On Link is up.

each 10/100 —

port Off Link is down.

Blinking Port is transmitting or receiving.

FDX Right LED On Full-duplex connection found or

above each 10/ configured.

100 port

Note: This LED also is lit if you configure
the port to 10 Mbps full-duplex or 100
Mbps full-duplex. This is true even when
no link is present.

Off Half-duplex connection or no port
connection exists.

Blinking Collisions are being detected.
Port Power Below each row | On The port is enabled, a power-consuming
of 10/100 ports device has been detected, and the

module is supplying power to the device.

Off The port is not providing in-line power.
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Table 6.1: LEDs on J-B24E-POE and J-F24E-POE modules (Continued)

LED Position State Meaning
POE Power Far left side of Green The RPS-POE shelf is supplying —48V
module power to the module in an acceptable

range (between —44V and -57V).

Yellow The RPS-POE shelf is supplying —48V
power to the module outside of the
acceptable range (between —44V and
-57V).

Off No —48V power supply is detected. The
module may be disconnected from the
RPS-POE shelf, or the RPS-POE shelf is
not supplying power to the module.

RPS-POE Power Shelf
Figure 6.2 shows the front panel of the RPS-POE power shelf.

Figure 6.2 Front panel of the RPS-POE power shelf
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Power Supply

The RPS-POE power shelf provides power to the J-B24E-POE or J-F24E-POE modules installed in a JetCore
Chassis device. Each RPS-POE power shelf can supply power to as many as 14 J-B24E-POE or J-F24E-POE
modules. To provide power to a J-B24E-POE or J-F24E-POE module, you connect a power cable (Foundry-
supplied) from one of the POE output connectors on the RPS-POE power shelf to the POE-IN connector on the J-
B24E-POE or J-F24E-POE module. Each POE output connector has a Power LED. When power is being
supplied to a POE module using the connector, the connector's Power LED is green.

The RPS-POE shelf contains six slots for AC power supplies. Each power supply can provide power to up to three
J-B24E-POE or J-F24E-POE modules. Foundry recommends that you install additional power supplies to provide
redundancy. Each AC power supply has a maximum power rating of 1140 Watts. If six power supplies are
installed in the RPS-POE power shelf, then the RPS-POE power shelf can provide up to 6,840 Watts. This would
provide sufficient power for J-B24E-POE or J-F24E-POE modules connected to all 14 of the RPS-POE power
shelf’'s POE output connectors, with each of the J-B24E-POE or J-F24E-POE modules providing power to 24
power-consuming devices, each drawing maximum power (15.4 Watts) simultaneously.

Each AC power supply has an LED on its faceplate. If the LED is on (green), the power supply is providing power
to the chassis components. If the LED is amber or off, the power supply is not providing power to the POE
modules in the Chassis device.
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Figure 6.3 shows the rear panel of the RPS-POE power shelf.

Figure 6.3 Rear panel of the RPS-POE power shelf
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On the rear panel of the RPS-POE shelf are fuses for each of the POE output connectors. If the power LED for
one of the POE output connectors goes out, you may need to replace the corresponding fuse. See “Replacing a
Fuse in the RPS-POE Shelf” on page 6-11 for information on how to do this.

If you are using more than one RPS-POE shelf to supply power to POE modules in a single Chassis device, then
you must assign an ID to each RPS-POE shelf. To do this, use the shelf ID selector to assign each RPS-POE
shelf a unique ID. See “Setting the ID of the RPS-POE Shelf (If Necessary)” on page 6-10.

Installing the POE Hardware

This section describes how to install a J-B24E-POE or J-F24E-POE module in a Foundry Chassis device and how
to install the RPS-POE shelf. In addition, this section contains a procedure for setting the ID of the RPS-POE
shelf if more than one RPS-POE shelf will provide power to a single Foundry Chassis device, as well as a
procedure for replacing a fuse on the RPS-POE shelf.

Installing a J-B24E-POE or J-F24E-POE Module in a Foundry Chassis Device
Before installing a J-B24E-POE or J-F24E-POE module in a Foundry Chassis device, have the following on hand:

*  An electrostatic discharge (ESD) wrist strap

WARNING: For safety reasons, the ESD wrist strap should contain a series 1 meg ohm resistor.

e Alarge flat-head screwdriver
To install a J-B24E-POE or J-F24E-POE module in a Foundry Chassis device, do the following:

1. Puton an ESD wrist strap and attach the clip end to a metal surface (such as an equipment rack) to act as
ground.

WARNING: To avoid risk of shock, do not attach the clip end to the air flow panel of a power supply.

2.  Remove the blank face plate from the slot in which the module will be installed. Place the blank face plate in
a safe place for future use.

3. Remove the module from its packaging.

4. Insert the module into the chassis slot and slide the card along the card guide until the card ejectors on the
front of the module touch the chassis.
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NOTE: Modules for the 8-slot and 15-slot Chassis devices slide in vertically with port number 1 at the top.
Modules for the 4-slot Chassis devices slide in horizontally with port number 1 on the left.

5. Push the ejectors toward the center of the module until they are flush with the front panel of the module. The
module will be fully seated in the backplane.

6. Tighten the two screws at either end of the module.

CAUTION: To provide additional safety and proper airflow to the device, make sure that slot cover plates are
installed on all chassis slots that do not have either a module or power supply installed.

NOTE: If installing a module into a slot previously occupied by a different type of module, you must use the
CLI to configure the new module (use the CLI command module <slot-num> <module-type>) and then use
the write memory command to save the configuration and the reload command to reset the device. See
“Swapping Modules (Chassis devices only)” in the Foundry Switch and Router Installation and Basic
Configuration Guide. If the slot has never contained a module or you are swapping in exactly the same type
of module, you do not need to enter these commands.

Installing the RPS-POE Shelf
Installing the RPS-POE Shelf consists of the following tasks:

e Attaching mounting brackets to the RPS-POE shelf
¢  Mounting the RPS-POE Shelf in a rack

* Installing power supplies in the RPS-POE shelf

e Cabling the module and the RPS-POE shelf

*  Applying power to the RPS-POE shelf

NOTE: If you are using more than one RPS-POE shelf to supply power to POE modules in a single Foundry
Chassis device, then you must assign an ID to each RPS-POE shelf. To do this, use the shelf ID selector to
assign each RPS-POE shelf a unique ID. See “Setting the ID of the RPS-POE Shelf (If Necessary)” on page 6-10
for information on how to do this.

Attaching Mounting Brackets to the RPS-POE Shelf

The RPS-POE shelf ships with a rack mount kit. The kit includes two L-shaped mounting brackets and mounting
Screws.

The sides of the RPS-POE shelf chassis have three sets of screw holes: one set for attaching the mounting
brackets close to the chassis front, another set for attaching the brackets toward the chassis center, and another
set for attaching the brackets close to the chassis rear.

Attach the mounting brackets to the sides of the chassis as illustrated in Figure 6.4. Note that the narrow portion of
the keyhole slot is up and the wide portion of the slot is down.
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Figure 6.4 Attaching mounting brackets to the RPS-POE Shelf

NOTE: Figure 6.4 shows the mounting brackets being attached to the RPS-POE shelf in the front position. The
procedure for attaching the brackets in the center or rear position is exactly the same.

Mounting the RPS-POE Shelf in a Rack

Keep the following in mind when mounting an RPS-POE shelf in a rack:

WARNING: Do not use the handles on the power supply units to lift or carry an RPS-POE shelf.

WARNING: Make sure the rack or cabinet housing the device is adequately secured to prevent it from becoming
unstable or falling over.

WARNING: Mount the devices you install in a rack or cabinet as low as possible. Place the heaviest device at the
bottom and progressively place lighter devices above.

For each RPS-POE shelf that you install in a rack, you must provide four screws on which to mount and secure the
chassis.

To mount an RPS-POE shelf in a rack, do the following:

1. Determine the position of the RPS-POE shelf in the rack; for example, above the Chassis device where the J-
B24E-POE or J-F24E-POE module is installed.

2. Position the two screws for the RPS-POE shelf according to the spacings of the keyhole slots on the mounting
brackets as shown in Figure 6.5. Do not secure the screws completely; leave approximately 1/4 in of
clearance between the back of the screw head and the rack.

6-6 © 2005 Foundry Networks, Inc. August 2005



Using Power Over Ethernet Modules

Figure 6.5 Positioning the screws in a rack

3. Mount the RPS-POE shelf in the rack as shown in Figure 6.6. Slip the wide portion of each keyhole slot over
the corresponding screw in the rack.

Figure 6.6 Mounting the RPS-POE shelf in a rack

4. Slide the RPS-POE shelf down so that the screw heads are in the narrow portion of the keyhole slots.

5. Tighten the screws to secure the RPS-POE shelf in place.
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Installing a Power Supply in the RPS-POE Shelf

You install the power supplies starting in the leftmost power supply slots of the RPS-POE shelf. You need a small
Phillips or flat-head screwdriver to perform this task.

WARNING: The front panel of a power supply includes a handle that locks the power supply in the RPS-POE
shelf. This handle is a locking mechanism only and should not be used to lift and carry the power supply. You may
sustain physical injury or harm if you attempt to lift and carry a power supply using the locking handle.

To install a power supply in the RPS-POE shelf, do the following:
1.  Remove the blank power supply faceplate, and expose the empty power supply slot.
2. Remove the power supply from its packaging.

3. Insert the power supply into the empty power supply slot, using the guides provided on either side of the slot.

CAUTION: Carefully follow the mechanical guides on each side of the power supply slot and make sure the
power supply is properly inserted in the guides. Never insert the power supply upside down.

4. After the power supply is fully inserted, push the power supply front panel toward the back of the RPS-POE
shelf until the front panel is flush with the rest of the chassis. This action causes the power supply connector
to lock into the backplane connector.

5. Gently pull the handle on the power supply front panel upward and toward the top of the power supply front
panel. This action locks the power supply in place.

6. Use the screwdriver to tighten the two screws on either side of the power supply front panel.
7. Repeat Step 1 through Step 6 for each power supply to be installed in the RPS-POE shelf.
Cabling the J-B24E-POE or J-F24E-POE Module and the RPS-POE Shelf

After you have installed the J-B24E-POE or J-F24E-POE module in the Chassis device and the RPS-POE shelf in
the rack, connect the Foundry-supplied 4-pin POE cable between the module and the RPS-POE shelf. The male
end of the cable attaches to the one of the POE connectors on the RPS-POE shelf, and the female end of the
cable connects to the POE-IN connector on the J-B24E-POE or J-F24E-POE module. The connectors are keyed
to prevent improper insertion of the cable.

Figure 6.7 illustrates a cable connection between the RPS-POE shelf and a J-B24E-POE module.
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Figure 6.7 POE cable attached between the RPS-POE shelf and a J-B24E-POE modaule in a Bigiron 8000

NOTE: When you connect the cable to the connector, it is locked into place. To remove the cable from the
connector, grasp the cable by its metal sheath and pull it from the connector.

Applying Power to the RPS-POE Shelf

To apply power to an RPS-POE shelf, attach one end of a Foundry-supplied AC power cord into the front of an
installed power supply and insert the other end into a 115V/120V wall outlet. Do this for each installed power

supply.

WARNING: [f the installation requires a different power cord than the one supplied with the device, make sure
you use a power cord displaying the mark of the safety agency that defines the regulations for power cords in your
country. The mark is your assurance that the power cord can be used safely with the device.

CAUTION: Ensure that the device does not overload the power circuits, wiring, and over-current protection. To
determine the possibility of overloading the supply circuits, add the ampere (amp) ratings of all devices installed
on the same circuit as the device. Compare this total with the rating limit for the circuit. The maximum ampere rat-
ings are usually printed on the devices near the input power connectors.
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CAUTION: Foundry recommends using a separate branch circuit for each AC power cord, which provides
redundancy in case one of the circuits fails.

NOTE: If the wall outlet is not rated 115/120V and 20A, stop and get the appropriate cable for the outlet. Make
sure you obtain a power cord displaying the mark of the safety agency that defines the regulations for power cords
in your country. The mark is your assurance that the power cord can be used safely with the device.

NOTE: The wall outlet should be installed near the equipment and should be easily accessible.

Setting the ID of the RPS-POE Shelf (If Necessary)

If you are using more than one RPS-POE shelf to supply power to J-B24E-POE or J-F24E-POE modules in a
single Chassis device, each RPS-POE shelf must have a unique identifier. The identifier for the RPS-POE shelf is
set with the shelf ID selector, located on the rear panel of the device.

Figure 6.8 shows the location of the shelf ID selector on the rear panel of the RPS-POE shelf.
Figure 6.8 Location of the shelf ID selector on the RPS-POE power shelf rear panel
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By default each RPS-POE shelf has an ID of 1. To change the ID of the RPS-POE power shelf, use a small stylus
(such as a ballpoint pen) to press one of the buttons on either side of the shelf ID selector until the desired ID
appears in the window. The button on the right advances the ID, and the button on the left reverses the ID.

Figure 6.9 Shelf ID selector on the RPS-POE shelf

ID Decrease ID Increase
Button Button

O | d

Shelf ID
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Replacing a Fuse in the RPS-POE Shelf

On the rear panel of the RPS-POE shelf are fuses for each of the POE output connectors (see Figure 6.8 on
page 6-10). If the power LED for one of the POE output connectors goes out while the RPS-POE shelf is powered
on, you may need to replace the corresponding fuse. The RPS-POE shelf uses an 8 amp fuse.

To remove a fuse from the RPS-POE shelf, use a small flathead screwdriver to twist the fuse holder so that it
comes out of its housing in the chassis.

Replace the old fuse with a new 8 amp fuse, then place the fuse holder back into its housing in the RPS-POE shelf
chassis. Using the flathead screwdriver, press the fuse holder into its housing in the chassis and twist the fuse
holder to lock it in place.

Configuring the POE Software

This section describes how to configure Power over Ethernet on J-B24E-POE or J-F24E-POE ports using CLI
commands. It contains the following topics:

e “Enabling Power Over Ethernet”, below
e “Specifying the Power Limit for a Port” on page 6-12
e “Assigning Priority to POE Ports” on page 6-12

Enabling Power Over Ethernet

By default, Power over Ethernet is enabled on the J-B24E-POE or J-F24E-POE ports for 802.3af-compliant
devices and disabled for 802.3af non-compliant devices. You can manually disable or enable Power over Ethernet
for 802.3af-compliant or 802.3af non-compliant devices connected to the port, or you can configure the Foundry
device to automatically detect the type and class of the power-consuming devices connected to the port.

Disabling and Re-enabling Power Over Ethernet For 802.3af-Compliant Devices

On the J-B24E-POE or J-F24E-POE modules, Power over Ethernet is enabled by default for 802.3af-compliant
devices connected to the port. To manually disable Power over Ethernet on an interface, enter commands such as
the following:

Biglron# interface e 3/11
Biglron(config-if-e100-3/11)# no inline power

After disabling Power over Ethernet on a port, you can re-enable it by entering commands such as the following:

Biglron# interface e 3/11
Biglron(config-if-e100-3/11)# inline power

Syntax: [no] inline power

NOTE: When you re-enable Power over Ethernet on a port, the power-consuming device connected to the port is
power-cycled. Consequently, you may want to enter this command only when no power-consuming device is
connected to the port.

NOTE: If you move a power-consuming device from one port to another, do not connect the device to a new port
until the detection status of the old port reflects the current status of the port. The detection status of a port can be
displayed with the show inline power command. See page 6-14 for more information.

Enabling Power Over Ethernet for 802.3af Non-Compliant Devices

On the J-B24E-POE or J-F24E-POE modules, Power over Ethernet is disabled by default for 802.3af non-
compliant devices connected to the port. You can enable Power over Ethernet for 802.3af non-compliant devices
on a per-slot basis.
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For example, to configure the ports on a J-B24E-POE or J-F24E-POE module in slot 6 to provide power for
devices that are not 802.3af-compliant (for example, legacy devices such as Cisco VoIP phones), enter a
command such as the following:

Biglron(config)# inline power legacy 6
Syntax: [no] inline power legacy <slot>

The following legacy devices are currently supported on the J-B24E-POE or J-F24E-POE modules. Other legacy
devices may have been tested with the J-B24E-POE or J-F24E-POE modules after the release of this document.
Contact your Foundry account representative about installing legacy devices that are not included in this list.

Table 6.2: Legacy Devices Supported on the J-B24E-POE or J-F24E-POE modules

Legacy Device Firmware

Cisco IP Phone 7910, 7940, and 7960 Series Cisco Call Manager version 3.1

Cisco Aironet 350 and 1200 Series Access Point | EnterpriseAP version 12.0

Intel PRO/Wireless 5000 LAN Access Point and | Version 1.2
PRO/Wireless 5000 Dual Access Point

Sony SNC-VL10N Video Network Color Camera | Version 1.4.6

NOTE: Although Foundry has attempted to provide accurate information in these materials,
Foundry assumes no legal responsibility for the accuracy or completeness of the information. More
specific information is available on request from Foundry. Please note that Foundry's product
information does not constitute or contain any guarantee, warranty or legally binding
representation, unless expressly identified as such in a duly signed writing.

Specifying the Power Limit for a Port

By default, each port on the J-B24E-POE or J-F24E-POE modules can provide up to 16.8 watts of power to each
POE power consuming device connected to the switch. You can configure the maximum amount of power that a
port can provide to a power consuming device. You can specify from 1 to 15.4 watts of power for each device
connected to the switch.

To configure the maximum power level for a port on a J-B24E-POE or J-F24E-POE module, enter commands such
as the following:

Biglron(config)# interface e 3/11
Biglron(config-if-e100-3/11)# inline power maxpower 5000

These commands enable in-line power on Ethernet interface 3/11 and set the POE power level to 5,000 milliwatts
(5 watts).

Syntax: [no] inline power maxpower <power level>

where <power level> is the number of milliwatts, between 3000 and 16800. The default is 16800 milliwatts.

Assigning Priority to POE Ports

When the Foundry device is not receiving sufficient power to provide power to all of the POE-enabled ports, it
stops providing power to some of the ports. You can specify a priority to one or more of the POE-enabled ports on
the module. If the Foundry device is not receiving enough power for all of the POE-enabled ports, power is
removed from the higher-priority ports only after power is removed from the lower-priority ports.

To assign a priority to a POE port, enter commands such as the following:

Biglron(config)# interface e 3/11
Biglron(config-if-e100-3/11)# inline power priority 1

Syntax: [no] inline power priority <number>
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The priority <number> can be 1 (critical priority), 2 (high priority), or 3 (low priority). The default for all POE-
enabled ports is 3 (low priority).

When the device is not receiving sufficient power to provide power to all of the ports, it first disables power to low-
priority ports, starting with the highest-numbered low-priority port on the J-B24E-POE or J-F24E-POE module in
the highest-numbered slot. If there is still insufficient power after all of the low-priority ports have been disabled,
then the device starts disabling power to high-priority ports, starting with the highest-numbered high-priority port
on the J-B24E-POE or J-F24E-POE module in the highest-numbered slot. If there is still insufficient power after all
of the high-priority ports have been disabled, then the device starts disabling power to critical-priority ports,
starting with the highest-numbered critical-priority port on the J-B24E-POE or J-F24E-POE module in the highest-
numbered slot.

If additional power is subsequently applied to the device, then power is enabled on POE ports in reverse order of
how it was disabled: critical-priority ports are enabled starting with the lowest-numbered critical-priority port in the
lowest-numbered slot, and so on.

Displaying Power over Ethernet Information

To display information about POE-enabled ports on the Foundry device, enter the following command:

Biglron# show inline power

Port Detection Class:mwatts Power Enable Power Priority
6/1 802.3AF Class3: 7000 ON Good High
6/2 OPEN Unknown: 0 ON No Low

6/3 OPEN Unknown: 0 ON No Low

6/4 OPEN Unknown: 0 ON No Low

6/5 OPEN Unknown: 0 ON No Low

6/6 802.3AF Classl: 4000 ON Good Low

6/7 OPEN Unknown: 0 ON No Low

6/8 OPEN Unknown: 0 ON No Low

6/9 OPEN Unknown: 0 ON No Low
6710 LEGACY Unknown: 2100 ON Good Critical

Syntax: show inline power [<slot> | <portnum>]

You can display Power over Ethernet information about the ports for a specified slot or for a specified port number.
If you do not specify a <slot> or <portnum>, then information is displayed for all POE-enabled ports on the
Foundry device.

Table 6.3 describes the output of the show inline power command.

Table 6.3: Output of the show inline power command

This Field... Displays...
Port The number of each POE port that has been successfully initialized by the
software.
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Table 6.3: Output of the show inline power command (Continued)

This Field... Displays...

Detection Information about the power-consuming device detected on the port. This can be
one of the following:

* PENDING - Detection is in progress.
e OPEN - No connection was detected.
e SHORT - A non-power-consuming device is connected to the port.

e LEGACY - A legacy (non-802.3af compliant) power-consuming device was
detected.

e 802.3AF — An 802.3af power-consuming device was detected.
*  OFF — Power over Ethernet capability was manually disabled.

e DENIED - A power-consuming device was detected on the port; however,
there was insufficient power available to power the device. Power was
disabled to the port.

Note: If you move a power-consuming device from one port to another, do not
connect the device to a new port until the detection status of the old port reflects
the current status of the port.

For example, a port connected to an 802.3af power-consuming device has a
detection status of 802.3AF. If you then disconnect the device from the port, you
must wait until the detection status of the port changes to OPEN before
connecting the power-consuming device to a new port.

Class:mwatts The maximum amount of power a powered device receives, as well as the number
of milliwatts currently applied. This value can be one of the following:

e Class0 — This is the default. Requires 15.4 watts maximum.
e Class1 — Requires 4 watts maximum

e Class2 — Requires 7 watts maximum

e Class3 — Requires 15.4 watts maximum

e Class4 — Not supported at this time

e Unknown — Indicates that the device attached to the port cannot advertise its
class. This can happen when the classification process has not been
completed, no power-consuming device was detected, or a legacy (non-
802.3af compliant) power-consuming device was detected.

Power Enable Whether Power over Ethernet has been enabled on the port. This value can be
one of the following

*  ON-This port has been configured to provide inline power.

e OFF — This port has not been configured to provide inline power.

Power The status of the power provided to the powered device. This value can be one of
the following:

* No - The port is not providing inline power.

* Good - Indicates power is being transmitted through the POE port to the
power-consuming device connected to it. The incoming —48V power is
present and within operating range.
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Table 6.3: Output of the show inline power command (Continued)

This Field... Displays...

Priority The configured priority for the port (Critical, High, or Low) for power management
purposes. If the Foundry device is not receiving enough power for all of the POE-
enabled ports, power is removed from the higher-priority ports only after power is
removed from lower-priority ports.

To display detailed information about POE configuration on the Foundry device, enter the following command:

Biglron# show inline power detail

External Power Supply Status
++++

Fan: ON

Power

Supply  Status Power
PS1 None ow
PS2 None ow
PS3 Good 1140 W
PS4 Good 1140 W
PS5 Good 1140 W
PS6 Good 1140 W
Total 4560 W

System Inline Power Consumption
L A

Module POE Available Used
Number Capable Power Power
1 No N/A N/A
2 No N/A N/A
3 Yes 384.0 W 2.5 W
4 No N/A N/ZA
5 No NZA N/A
6 Yes 384.0 W 17.1 W
7 No N/A N/A
8 No N/A N/A
Total 768.0 W 19.6 W

System Inline Power Status
++++++

Slot Inline Power Capability
None

None

None

Off

None

None

802.3AF and Legacy

None

O~NO U WDNPE
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Port Detection Class:mwatts Power Enable Power Priority
6/1 802.3AF Class3: 7000 ON Good High
6/2 OPEN Unknown: 0 ON No Low

6/3 OPEN Unknown: 0 ON No Low

6/4 OPEN Unknown: 0 ON No Low

6/5 OPEN Unknown: 0 ON No Low

6/6 802.3AF Classl: 4000 ON Good Low

6/7 OPEN Unknown: 0 ON No Low

6/8 OPEN Unknown: 0 ON No Low

6/9 OPEN Unknown: 0 ON No Low
6/10 LEGACY Unknown: 2100 ON Good Critical

System Total Port Detections
+H++Htt

802_3AF Legacy Open Short OFfFf Pending Denied Total

Syntax: show inline power detail

The output of the show inline power detail command is divided into four sections. The first section displays
information about the RPS-POE shelf, and the other three sections display information about the POE ports. The
information displayed in the System Inline Power Status section is the same as that described in Table 6.3 on
page 6-13. The information in the other sections is described below.

Table 6.4 lists the information displayed in the External Power Supply Status section of the show inline power
detail output.

Table 6.4: External power supply status information

This Field... Displays...

Fan The status of the fan on the RPS-POE shelf, either ON or OFF.

Power Supply Information about the power supplies in each of the six slots on the RPS-POE
shelf.

Status The status of each power supply installed in the RPS-POE shelf. This can be one

of the following:

GOOD - The power supply is present in the slot and working.
NONE — A power supply is not present in the slot.

FAILED — The power supply is present in the slot but not working.

Power The power output of each power supply

Total The total power output of all of the power supplies that have a status of GOOD.
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Table 6.5 lists the information displayed in the System Inline Power Consumption section of the show inline

power detail output.

Table 6.5: System Inline Power Consumption information

This Field...

Displays...

Module Number

Information about the module in each slot on the Foundry device.

POE Capable

Whether the module is capable of delivering Power over Ethernet.

Available Power

The amount of power available to the module.

Used Power

The amount of power used by the module.

Total

The total amount of power available to the modules.

Table 6.7 lists the information displayed in the System Inline Power Status section of the show inline power detail

output.
Table 6.6: System Inline Power Status information
This Field... Displays...
Slot Information about the module in each slot on the Foundry device.

Inline Power Capability

Information about the POE capability of the modules in each slot. Possible values
are:

None — The module in the slot is not capable of delivering Power over Ethernet.

Off — The module is capable of delivering Power over Ethernet, but no power is
being supplied to the module.

802.3AF and Legacy — The module is capable of delivering power to 802.3af-
compliant and 802.3af non-compliant devices.

The rest of the information displayed in the System Inline Power Status section is the same as that described in

Table 6.3 on page 6-13.
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Table 6.7 lists the information displayed in the System Total Port Detections section of the show inline power
detail output.

Table 6.7: System Total Port Detections information

This Field... Displays...

802.3AF The number of detections where the powered device connected to the port was
802.3af-compliant.

Legacy The number of detections where the powered device connected to the port was a
legacy product (not 802.3af-compliant).

Open The number of ports where Power over Ethernet is configured, but no power-
consuming device is connected.

Short The number of times where a short was detected during the detection of the
power-consuming device, and power was disabled to the port.

Off The number of ports where Inline power is not enabled.

Pending The number of ports for which detection is pending.

Denied The number of times a power-consuming device was detected on the port;

however, there was insufficient power available to power the device, so power was
disabled to the port.

Total The total number of port detections of all types.
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Chapter 7
Using Packet Over SONET Modules

This chapter describes the Foundry POS (Packet Over SONET) modules and how to configure and manage them.

Overview

SONET (Synchronous Optical Network) is based on a worldwide standard for fiber optic transmission, modified for
North American asynchronous rates. In the rest of the world, this technology is known as Synchronous Digital
Hierarchy (SDH). Foundry’s Packet over SONET (POS) is fully compatible with SONET and Synchronous Digital
Hierarchy (SDH) network facilities and is compliant with RFC 2615, “PPP over SONET/SDH” (and also RFC 1619,
which 2615 obsoletes), and RFC 1662, “PPP in HDLC-like Framing”.

POS (Packet over SONET) is the serial transmission of data over SONET frames through the use of Point-to-Point
Protocol (PPP). The Foundry POS modules allow direct connection to interfaces within the SONET. POS is a
transport technology that encapsulates packet data such as an IP datagram directly into SONET.

The POS modules are available on Netlron Internet Backbone routers and Biglron Layer 3 Switches with
redundant management modules. You can use multiple POS modules in a chassis.

You can install the following types of POS modules in a Biglron chassis running Layer 3 Switch software:
* N2P2488-SR — Contains two OC-48c (2488 Mbps) POS/SDH ports for single-mode fiber, short reach (15 Km)
*  N2P2488-IR — Contains two OC-48c POS/SDH ports for single-mode fiber, intermediate reach (40 Km)

e N2P2488-A-SR — Contains the same interfaces as the N2P2488-SR and has a larger FPGA than model
N2P2488-SR, to support performance and feature enhancements

* N2P2488-A-IR — Contains the same interfaces as the N2P2488-IR and has a larger FPGA than model
N2P2488-IR, to support performance and feature enhancements

* B2P2488-SR — Contains two OC-48c¢ ports providing 2488 Mbps each.
* B2P622 — Contains two OC-12c¢ ports providing 622 Mbps each.
e B2P155 — Contains two OC-3c ports providing 155 Mbps each.

NOTE: The N2P2488 and N2P2488-A models use the Foundry Network Processor Architecture (NPA) and are
supported only on the Netlron Internet Backbone router.

NOTE: The N2P2488, N2P2488-A, and B2P models use different image files. See “Upgrading the Flash Code”
on page 7-5.
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NOTE: Software release 07.5.00 and later supports model N2P2488-A of the Network Processor Architecture
(NPA) OC-48 POS module, as well as all models of the OC-3 and OC-12 modules. These releases do not support
model N2P2488 of the OC-48 NPA POS module.

Figure 7.1 shows the front panel of a POS module. This is the B2P622. The front panels for all models look

similar.

Figure 7.1 POS Module
8 53
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The LEDs are described in “Status LEDs” on page 7-29.

Cable Specifications

Table 7.1 lists the cable specifications for Foundry POS modules.

Table 7.1: POS Interface Specifications

Transceiver Power Launch Transmit Power Receive Maximum
Budget | Window Power Distance

OC-3c POS interfaces

Single-mode short-reach 13 dB 1270 to -28 to -8 dBm -31to-8dBm | 9.75 miles
1380 nm (15 Km)

Single-mode intermediate-reach 29 dB 1280 to -5t0 0 dBm -34to -8 dBm | 26 miles
1335 nm (40 Km)

Multimode 11.5dB | 1270 to -18to -14 dBm -30to -14 1.3 miles
1380 nm dBm (2 Km)

OC-12c POS interfaces

Single-mode long-reach 25dBm | 1280 to -3to 2 dBm -28 to -8 dBm | 65 miles
1335 nm (100 Km)

Single-mode Intermediate-reach 13dBm | 1274 to -15t0 -8 dBm -28 to -7 dBm | 9.32 miles
1356 nm (40 Km)?2

Multimode short-reach 6 dBm 1270 to -20to -14 dBm -26 to -14 1640ft.
1380 nm dBm (500 m)

0OC-48c POS interfaces

Single-mode short-reach 8 dB 1260 to -10 to -3 dBm -18to -3dBm | 9.75 miles
1580 nm (15 Km)

Single-mode intermediate-reach 13dB 1260 to -5t0 0 dBm -18 to 0 dBm 26 miles
1360 nm (40 Km)

a.lf the transceiver part number for the OC-12c POS module is HFCT-5208B (before May 2000), the
maximum distance is 15 Km, not 40 Km.
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NOTE: The OC-12c specification is the same, regardless of whether it is configured for 622 Mbps or 155 Mbps.

Network Processor Architecture POS Modules

The N2P2488 and N2P2488-A models use the Foundry Network Processor Architecture (NPA). NPA provides the
following features:

e A dedicated packet processor (CPU) for each POS port.

e Ternary Content Addressable Memory (CAM), which the module can use for Layer 2, Layer 3, and Layer 4
fast lookups. The device can use the entries for wire-speed forwarding and wire-speed ACLs.

* Dedicated memory for certain applications including Adaptive Rate Limiting.
The ternary CAM and the application-specific memory allow the CPU to use more memory for other tasks.

Each module uses the same front panel features as other 2-port POS modules. Here is an example.

Link  Alarm 1 Link
oo o

o

t

oo
TxAct RxAct TxAct

larm 2

200>

System Requirements

The 2-port OC-48c NPA modules are supported in the Netlron Internet Backbone router. The management
module on the Netlron Internet Backbone router must be running the B2P or N2P IP-only image.

NOTE: Foundry recommends that you do not use NPA POS modules and non-NPA POS modules in the same
circuit. For example, if you have an NPA module on one end of a POS link, do not use a non-NPA module on the
other end of the link.

Installing a POS Module

To install a POS module, perform the following tasks:

e Configure the chassis slot to receive the module.

* Insert the module.

Configuring the Chassis to Receive the Module

When you plan to insert a module into a chassis slot, you first must configure the slot to receive the module unless
the slot already contains the same type of module.

NOTE: |If you are swapping out another module, you must disable the module before removing it from the
Chassis device. See “Removing the Old Module” on page 2-39.

USING THE CLI
To prepare slot 1 to receive a 622 Mbps POS module, enter the following commands at the global CONFIG level:

Biglron(config)# module 1 bi-pos-2-port-622m-module
Biglron(config)# write memory

Syntax: module <slot-num> <module-type>

The <slot-num> parameter specifies the chassis slot:

o Slots on a 4-slot chassis are numbered 1 — 4, from top to bottom.
e  Slots on an 8-slot chassis are numbered 1 — 8, from left to right.

* Slots on a 15-slot chassis are numbered 1 — 15, from left to right.
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In the current software release, the <module-type> for a POS module can be one of the following:
*  bi-pos-2-port-2488m-module

*  bi-pos-2-port-622m-module

*  bi-pos-2-port-155m-module

USING THE WEB MANAGEMENT INTERFACE

Enter the Biglron's IP address in your Web browser's Location or Address field, then press Enter.

—_

Log on to the Biglron using a valid user name and password for read-write access.

Select the Home link to display the System configuration sheet (if not already displayed).

2
3
4. Select the Module link to display the Module panel.
5. Select the_Add Module link.

6. Select the chassis slot that will receive the module from the Slot field's pulldown menu.
7

Select the module type from the Module Type field's pulldown menu. In the current software release, the
following module types apply to POS modules:

*  bi-pos-2-port-2488m-module
e bi-pos-2-port-622m-module
e bi-pos-4-port-155m-module
e bi-pos-2-port-155m-module
8. Click the Add button to send the configuration information to the chassis.

9. Select the Save link to save the configuration change.

Upgrading POS Software from a TFTP Server

The POS modules contain their own flash memory from which they can boot. To upgrade the boot code or flash
code (system software) on a POS module, copy the upgrade onto a TFTP server to which the Layer 3 Switch has
access, then download the code from the TFTP server to the POS modules in the chassis.

By default, the code on all the POS modules in the chassis is upgraded. If you want to upgrade code only a
particular module, you can specify the module’s slot number.

To upgrade the POS software, use the following CLI methods.

Upgrading the Boot Code

To upgrade the POS boot code from a TFTP server, enter a command such as the following:
Biglron# pos copy tftp flash 109.157.22.26 P2B06000.bin boot
This command upgrades the boot code on all POS modules in the chassis.

Syntax: pos copy tftp flash <ip-addr> <image-file-name> boot
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Upgrading the Flash Code

The software required by each model of POS module differs. Make sure you install the proper software.

Table 7.2: POS Image Files

Model Boot Image Flash Image
B2P2488 e P2Bxxxxx.bin ¢ P2Rxxxxx.bin
B2P622
B2P155
N2P2488 e P2Bxxxxx.bin e O2Rxxxxx.bin
N2P2488-A *  P2Bxxxxx.bin e L3Pxxxxx.bin
or
e L2Pxxxxx.bin

NOTE: For the model N2P2488-A, the L3P image provides Layer 3 features including MPLS. The L2P image
provides Layer 2 features such as Ethernet over POS. For the model N2P2488, the O2R image provides Layer 3
features only. Both ports on a module must run the same software, either L2P or L3P.

NOTE: Software release 07.5.00 supports model N2P2488-A, as well as all models of the non-NPA OC-3 and
OC-12 modules. This release does not support model N2P2488 of the OC-48 NPA POS module.

Upgrading the Flash Code on a POS Module

NOTE: To upgrade flash code on POS NPA OC-48 model N2P2488-A, use the procedure in “Upgrading the
Flash Code on POS NPA OC-48 Model N2P2488-A” .

To upgrade flash code on a POS module:
1. Place the new flash code on a TFTP server to which the Foundry device has access.

2. Enter the following command at the Privileged EXEC level of the CLI (example: Netlron#) to copy the flash
code from the TFTP server into the flash memory of the each POS module:

*  pos copy tftp flash <tftp-server-ip-addr> <pos-image-file-name> primary | secondary [<slot>]

NOTE: If you specify a slot number (<slot> parameter), the software copies the new flash code only to the
POS module in the specified slot.

3. Reload the software by entering one of the following commands:
e reload (this command boots from the default boot source, which is the primary flash area by default)
* boot system flash primary | secondary

Upgrading the Flash Code on POS NPA OC-48 Model N2P2488-A

1. Place the new flash code on a TFTP server to which the Foundry device has access.

2. Enter the following command at the Privileged EXEC level of the CLI (example: Netlron#) to copy the flash
code from the TFTP server into the flash memory of the each POS module:

*  pos copy tftp flash <tftp-server-ip-addr> <pos-image-file-name> primary | secondary [<slotnum>]
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NOTE: If you specify a slot number (<slothnum> parameter), the software copies the new flash code only to
the module in the specified slot.

NOTE: If you do not specify a slot number (<slotnum> parameter), only the modules that are running the
same image type (L2P or L3P) are upgraded. For example, if you specify an L3P image, and the chassis
contains three N2P2488-A modules and two have L3P images, only the modules with the L3P images are
upgraded. The L2P image on the other module is not affected.

3. Reload the software by entering one of the following commands:
* reload (this command boots from the default boot source, which is the primary flash area by default)

e boot system flash primary | secondary

Interactively Upgrading the POS Flash Code

If the flash code versions of the management module and a POS module do not match, the software disables the
POS module when you reboot or reload the software. After disabling the POS module, the software prompts you
to specify a boot source for the POS module. At this point, you can boot the module, then copy the flash code
upgrade onto the module.

The software also generates a Syslog message to indicate that the POS module has been disabled due to a
software mismatch.

NOTE: The software release version on the management module and POS modules must be exactly the same.
For example, if you are upgrading from a Beta release, flash code versions 07.2.05 and 07.2.05B1 are not the
same.

Here is an example of the messages that are displayed if you reload a device that has different flash code versions
on the management module and a POS module:

Biglron#
111 MGMT and POS(slot 1) modules are running incompatible SW
MGMT SW version 07.2.05B1, POS SW version 07.2.05
111 POS module will be brought down and then wait for boot instruction from MGMT
module

Taking down module 1 ...

Module 1 is now deleted

Detected module 1 being inserted

Bringing up module 1 ...

Please use ''pos boot pri/sec/tftp"” command to boot POS module with matching SW

In this example, the POS module in slot 1 has a flash code version that is different from the version on the
management module. The software prompts you to interactively boot the POS module. Interactively booting the
module allows you to specify a boot source, such as a TFTP server, that contains the correct version.

After the POS module boots, you can copy the correct flash code version onto the module’s flash memory, using
the procedure in “Upgrading the Flash Code on a POS Module” on page 7-5 or “Upgrading the Flash Code on
POS NPA OC-48 Model N2P2488-A” on page 7-5.

To interactively boot a POS module, enter the following command at the Privileged EXEC level of the CLI
(example: Biglron#):

* pos boot tftp <tftp-server-ip-addr> <pos-image-file-name>

After the module boots, copy the correct flash code version onto the module’s flash memory.
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Configuring POS Boot Parameters

The POS module has its own system software and boots after the management module boots. By default, the
POS boots from the software image in its own primary flash. You can configure a POS module to boot from one of
the following sources:

e POS module’s primary flash
*  POS module’s secondary flash

To boot the POS module from a TFTP server, you must use the interactive boot mode, then enter the pos boot
tftp... command after the module comes up.

Changing the Boot Source

To change the boot source for the POS module, use either of the following methods.
USING THE CLI

To change the boot source from the POS module’s primary flash to its secondary flash, enter the following
commands:

Biglron(config)# pos boot secondary
Biglron(config)# write memory

Syntax: pos boot interactive | primary | secondary
The primary and secondary parameters identify either the primary or secondary flash on the POS module.

The interactive parameter enables you to enter a separate command after the module comes up to boot the
module from a TFTP server. If you use this method, you also need to use the pos boot tftp... command to boot
the module after the module comes up. See “Reloading the Software from TFTP” on page 7-8.

Copying a POS Image File from a Flash Card to a POS Module’s Flash Memory

To copy a POS image file from a flash card to a POS module’s flash memory, use the following method.
USING THE CLI

To copy a POS image file from a flash card onto all the POS modules in the chassis, enter a command such as the
following:

Biglron# pos copy slotl flash P2R0O7000.bin primary
Syntax: pos copy slot1 | slot2 flash <pos-image-file-name> primary | secondary [slot]

The command in this example copies a POS image file named P2R07000.bin from the flash card in slot 1 to all the
POS modules in the chassis.

To copy a POS image file from a flash card onto a specific POS module, enter a command such as the following:
Biglron# pos copy slotl P2R07000.bin flash primary 4

The command in this example copies the specified image file onto the POS module in chassis slot 4 only, but does
not copy the file to other POS modules in the chassis.

The following command copies a POS image file from a TFTP server to flash memory. This command also is
present in earlier software releases.

Syntax: pos copy tftp flash <ip-addr> <pos-image-file-name> primary | secondary [<slot>]
Rebooting

You can reboot (reload the software) on an individual module or on all modules in the chassis, including the
management module. You also can reload using a flash image on a TFTP server.
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Reloading the Software on All Modules

To reload the software on all POS modules and all other modules in the chassis, including the management
module, enter the following command at the Privileged EXEC level of the CLI:

Biglron# reload

Syntax: reload

Reloading the Software on an Individual Module

You can reload the software on an individual POS module, without also reloading the management module. To
reload a POS module, enter a command such as the following at the Privileged EXEC level of the CLI:

Biglron# reload pos 2
POS MODULE (2) App CPU in running mode:
CPU 1 in state of POS_STATE_RUNNING
CPU 2 in state of POS_STATE_RUNNING
Taking down module 2 ...
Module 2 is now deleted
Biglron Router#Detected module 2 being inserted
Bringing up module 2 ...
POS module at slot 2 is up and running
All POS Modules Up (1)

This command reloads the POS module in slot 2. Messages are displayed in the CLI to show the status of the
reload. The management module is not also reloaded and thus continues to operate while the POS module is
being reloaded.

Syntax: reload pos <slotnum>

Reloading the Software from TFTP

To boot the POS module from a TFTP server, you must use the interactive boot method, then use the following
method to load the software after the module comes up.

USING THE CLI

To boot the POS module from a TFTP server, enter a command such as the following at the Privileged EXEC level
of the CLI:

Biglron# pos boot tftp 209.157.22.26 B2R06000
Syntax: pos boot tftp <tftp-server-ip-addr> <pos-image-file-name>
The <tftp-server-ip-addr> parameter specifies the IP address of the TFTP server.

The <pos-image-file-name> parameter lists the name of the image file you want the module to boot from the TFTP
server.

Configuring POS Interfaces

To configure a Layer 3 POS interface, you need to add an IP address to the interface. Each POS interface also
has the following additional parameters. The parameters have factory defaults but you can modify the values if
needed for your network.

NOTE: To configure a Layer POS interface for remote bridging, see “Configuring POS for Layer 2 Switching” on
page 7-16.

*  Encapsulation type — You can configure a POS interface to use PPP (Point-to-Point Protocol), HDLC (High-
Level Data Link Control), or Frame Relay encapsulation. The default is PPP.

NOTE: HDLC is not supported on Layer 2 POS.
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e Clock source — You can configure a POS interface to use the POS module’s internal clock or use the network
as the clock source. By default, Foundry POS interfaces use the internal clock as the clock source.

*  Loopback path — During startup, the POS module tests each POS interface by performing loopback tests.
You can configure the path used by the loopback test. The path can consist of the POS module’s interface
circuitry alone, or can include both the local and remote POS interfaces. The loopback path and tests are
disabled by default.

e Bandwidth — You can change a 622 Mbps port to run at 155 Mbps if needed.

e MTU (Maximum Transmission Unit) — You can specify the maximum IP packet size or SONET/SDH frame
size. The size can be from 60 — 4470 bytes. The default is 4470 bytes.

*  Frame type — You can configure a Foundry POS interface to transmit and receive SDH (Synchronous Digital
Hierarchy) frames or SONET (Synchronous Optical Network) frames. The default is SONET.

* Keepalive messages — You can disable or reenable a POS interface to send PPP or HDLC keepalive
messages to the POS interface at the other end of the link. Keepalive messages are enabled by default.

e ATM scramble mode — You can enable or disable scrambling of the Synchronous Payload Envelope (SPE).
When you enable scrambling, the data in the SONET packet is scrambled for security. ATM SPE scrambling
is disabled by default.

* CRC (Cyclic Redundancy Check) — You can specify the length of the CRC field in each packet sent by the
POS interface. The default length is 32 bits. You can change the length to 16 bits.

e SONET overhead Flags — You can change the following values in the SONET frame header:

e 2 - Path signal identifier, which identifies the payload content type. The default is 0XCF, which specifies
PPP or HDLC. This is part of the path overhead.

* j1-Bits 5 and 6 of the payload pointer byte, which indicates the frame type. The default is 0x00
(SONET). You can change this value to 0x02 (SDH). This is part of the path overhead.

* jO0— Section trace byte, which can be configured to allow interoperability with various other types of SDH
devices. The default value is 0xCC. This is part of the section overhead.

To configure POS interface parameters, use the procedures in the following sections.

Adding an IP Address

You can add up to 24 IP sub-net interfaces to each POS interface.
USING THE CLI
To add an IP address to POS interface 2/1, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posift-2/1)# ip address 209.157.22.26/24
Biglron(config-posift-2/1)# write memory

Syntax: [no] ip address <ip-addr> <ip-mask> [secondary]
or
Syntax: [no] ip address <ip-addr>/<mask-bits> [secondary]

Use the secondary parameter if you have already configured an IP address within the same sub-net on the
interface.

Changing the Interface State

The POS interfaces are enabled by default. To disable or reenable an interface, use the following method.
USING THE CLI
To disable POS interface 2/1, enter the following commands:

Biglron(config)# interface pos 2/1
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Biglron(config-posif-2/1)# disable
Biglron(config-posit-2/1)# write memory

Syntax: disable
To reenable POS interface 2/1, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# enable
Biglron(config-posif-2/1)# write memory

Syntax: enable

Changing the Encapsulation Type

Foundry POS interfaces use the PPP encapsulation type by default. You can change the encapsulation type of an
interface to HDLC or Frame Relay, or back to PPP using the following method.

NOTE: Both ends of the POS link must use the same encapsulation type.

NOTE: HDLC encapsulation is not supported on Layer 2 POS. You must use PPP encapsulation.

USING THE CLI

To configure POS interface 2/1 to use HDLC, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# encapsulation hdlc
Biglron(config-posif-2/1)# write memory

Syntax: [no] encapsulation hdlic | ppp | frame-relay [ietf]

NOTE: |If you are configuring a Frame Relay interface, see “Configuring POS for Frame Relay” on page 7-15.

Changing the Clock Source

By default, Foundry POS interfaces use the internal clock, which means that clocking information comes from the
POS module itself. You can change the clock source for an interface to network.

If you are connecting two Foundry POS modules back-to-back or the POS interfaces are connected by a fiber link
that has no clocking information on it, use the internal clock source. Otherwise, use the network (line) as the
source.

To change the clock source, use the following method.
USING THE CLI

To change the clock source for POS interface 2/1 to internal (the POS module itself), enter the following
commands:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# clock internal
Biglron(config-posift-2/1)# write memory

Syntax: clock internal | line

The internal and line parameters specify whether the clock source is on the POS module (internal) or on the
network (line).

Changing the Loopback Path

Foundry POS interfaces can use the following loopback configurations for self tests:

* Internal — Packets that the router transmits on the interface are looped back to the interface’s POS framer.
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The internal loopback configuration is useful for checking the POS circuitry.

e Line — The interface’s transmit and receive fibers are logically linked so that packets received on the receive
fiber are sent back out on the transmit fiber. Use this mode on the POS interfaces on both ends of a link to
test the interfaces along with the link.

By default, loopback is disabled. Do not enable loopback unless you are testing the interface.
USING THE CLI
To configure POS interface 2/1 for internal loopback, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posift-2/1)# loop internal
Biglron(config-posif-2/1)# write memory

Syntax: loop internal | line

The internal and line parameters specify the path for the loopback. The internal parameter loops packets
transmitted on the interface back to the framer. The line parameter loops packets that are received on the receive
fiber of the port back out on the transmit fiber.

Changing the MTU

The MTU (Maximum Transmission Unit) specifies the maximum number of bytes a frame transmitted on the
interface can contain. You can configure the MTU to a value from 60 — 4470 bytes. The default is 4470 bytes.

USING THE CLI
To change the MTU for POS interface 2/1 to 1200 bytes, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# mtu 1200
Biglron(config-posif-2/1)# write memory

Syntax: mtu <length>

The <length> can be from 60 — 4470 bytes.

Changing the CRC Length

The CRC (Cyclic Redundancy Check) length specifies whether the CRC portion of each frame transmitted on the
interface is 16 bits or 32 bits long. The default is 32 bits. You can change the CRC length using the following
method.

USING THE CLI
To change the CRC length for POS interface 2/1 to 16 bits, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posift-2/1)# crc 16
Biglron(config-posift-2/1)# write memory

Syntax: crc 16 | 32

The 16 and 32 parameters specify how many bits in each frame transmitted on the interface contain the CRC
data.

Disabling or Reenabling Keepalive Messages

You can disable or reenable a POS interface to send keepalive messages to the POS interface at the other end of
the link. Keepalive messages are enabled by default.

The message interval is 10 seconds and is not configurable. Every ten seconds, the POS interface sends a
keepalive message addressed to the POS interface at the other end of the connection. The timeout is 30
seconds. If the other interface (remote end of the connection) does not respond as expected to a keepalive
message after 30 seconds, the Layer 3 Switch takes the local interface down. The link remains up but the POS
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interface is down. If the Layer 3 Switch receives a keepalive response from the other interface, the Layer 3 Switch
brings the local interface back up.

For PPP connections, one or both interfaces can send the keepalive messages. For HDLC connections, both
interfaces must send keepalive messages. If the keepalive messages are enabled on only one interface in an
HDLC connection, the interface will conclude based on the absence of keepalive messages from the other
interface that the connection is down and will take the local interface down.

To disable or re-enable the POS keepalive messages, use the following method:
USING THE CLI
To disable keepalive messages on POS interface 2/1, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# no keepalive
Biglron(config-posif-2/1)# write memory

Syntax: [no] keepalive
To reenable the messages, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# keepalive
Biglron(config-posif-2/1)# write memory

Changing the Bandwidth
Depending on the POS module you have installed, the interfaces operate at 155 Mbps or 622 Mbps by default.

e The ports on model number B2P622 run at 622 Mbps by default. If needed, you can reduce the port
bandwidth to 155 Mbps on an individual port basis.

e  The port bandwidth on other models is not configurable.

To change the bandwidth of a POS port, use the following method.

USING THE CLI

To change the bandwidth of POS interface 2/1 from 622 Mbps to 155 Mbps, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# bandwidth 155
Biglron(config-posif-2/1)# write memory

Syntax: bandwidth 155 | 622
The 155 and 622 parameters specify how many megabits per second the port can transmit.
To change the port bandwidth of POS interface 2/1 back to 622 Mbps, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posift-2/1)# bandwidth 622
Biglron(config-posif-2/1)# write memory

Changing the POS Flags

The POS flags set POS “overhead” values, which are values in the packet headers that identify the packet payload
content type, the packet’s compatibility with some other SDH devices, and the frame type.

e c2 - Identifies the payload type. This flag can have one of the following values:
e cf (OXCF) — PPP or HDLC. This is the default.
e 13 (0x13) - ATM

* j0—This is the section trace byte, formerly the C1 byte. You can set this flag to 1 (0x01) for interoperability
with certain SDH devices. The default value is cc (0xCC).

* h1 - Identifies the frame type. This flag is part of the payload pointer byte (bits 5 and 6 of the H1 number 1
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payload pointer byte). The flag can have one of the following values:
e 0 (0x00) — SONET. This is the default.
e 2(0x02) — SDH
To change a flag, use the following method.
USING THE CLI
To change the j0 flag from the default value to 1, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posift-2/1)# pos flag joO 1
Biglron(config-posift-2/1)# write memory

Syntax: pos flag c2 | h1 | j0 <value(Hex)>
The €2, h1, and j0 parameters specify the flag you are setting.

The <value(Hex)> parameter specifies the value you are assigning to the flag. The flag values are hexadecimal
numbers.

Changing the Frame Type

Foundry POS interfaces support the following frame types:

e SDH (Synchronous Digital Hierarchy) — An international standard for optical digital transmission at rates from
155 Mbps (used for STM-1) to 2.5 Gbps (used for STM-16) and higher.

e SONET (Synchronous Optical Network) — An American National Standards Institute (ANSI) standard
(T1.1051988) for optical digital transmission at rates from 51 Mbps (used for OC-1) to 2.5 Gbps (used for OC-
48c) and higher.

To change the frame type, use the following method.
USING THE CLI
To change the frame type of POS interface 2/1 to SDH, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posift-2/1)# pos framing sdh
Biglron(config-posift-2/1)# write memory

Syntax: pos framing sdh | sonet

The sdh and sonet parameters specify the framing type.

Enabling or Disabling ATM Scrambling

You can enable a POS interface to scramble the data in the Synchronous Payload Envelope (SPE), which is the
data portion of ATM packets. Scrambling the data provides additional security.

NOTE: Both ends of the link must use the same scrambling algorithm.

To enable scrambling, use the following method.
USING THE CLI
To enable scrambling on POS interface 2/1, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# pos scramble-atm
Biglron(config-posit-2/1)# write memory

Syntax: pos scramble-atm
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Configuring a POS Interface Using the Web Management Interface

To configure a POS port or view its current settings, select Configure->Port->POS from the tree view of options.
The following panel is displayed.

POS Port Configuration

622000 P 4470 Internal None Dizable |[SONET |3

; Modify |
.622000 4470 [Internal None Disable |SONET 3 ’;’;’7 Jfﬂ

Loop Scramble- g '
e 2 12|
it Speed |Encapsulation|fMTU| Clock ATM Fr ammg L -

[Home][ Site Map][Logout][Save][Frame EnableDisable][ TELNET]

e

cf

ccC

To modify settings for a port, click Modify next to the row of information for the port. The following panel is
displayed.

POS Port

Slot:12 Port:2
Name::l—'
Status: | © Disable & Enable
Speed: |~ 155000 ¢ 622000 © 2488000
| Encap_sulati‘on:|f" HDLC & PPP
| MTU: |© 1500 & 4470
| @ Internal © Line
| Loop Back: | Line ¢ Internal # None
|
|

=
CRC:|® 32 16
Framing: | ¢ SONET © SDH
Scramble ATM: | ¢ Disable © Enable
Keep A]ive:-|10
| C2: [of
| J0: [oc
| Hi: o0

_Apply | Reset |

Show

[Home][Site Map][Logout][Save][Frame EnableDisable][TELNET]

For information about the parameters, see the equivalent CLI sections above.
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Configuring POS for Frame Relay

You can configure a Foundry POS interface for Frame Relay. To configure the interface:

* Set the encapsulation type to Frame Relay and specify the Frame Relay type. You can specify IETF (RFC
1490) or use the default, Cisco-compatible.

e Specify the Frame Relay interface type.

NOTE: The current software release supports Data Terminal Equipment (DTE) only. The other end of the
link must be configured as a DCE link.

e Specify the Data-Link Connection Identifier (DLCI). This is the circuit ID for the link and can be a number in
the range from 1 — 1023. The circuit ID must be the same on both ends of the link.

*  Set the Local Management Interface (LMI) type. You can specify ANSI, CCITT, or LMI (Cisco-compatible).
The default is LMI.

In addition, the setting for POS keepalive messages must be the same on both ends of the link. The keepalive
messages are enabled by default for Foundry POS interfaces. See “Disabling or Reenabling Keepalive
Messages” on page 7-11.

NOTE: The current software release supports Data Terminal Equipment (DTE) only. The other end of the link
must be configured as a DCE link. Also, the current release supports only point-to-point links, not point-to-
multipoint. Both ends of the link must be configured for point-to-point.

Changing the Encapsulation Type

To configure POS interface 2/1 to use Frame Relay, enter the following commands:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# encapsulation frame-relay

Syntax: [no] encapsulation hdlc | ppp | frame-relay [ietf]

If you enter the command without the ietf parameter, the software uses the default Frame Relay type, Cisco-
compatible.

Specifying the Frame Relay Interface Type

NOTE: DTE is the default. The current release supports DTE only, so you do not need to enter this command.
The other end of the link must be DCE.

Syntax: [no] frame-relay intf-type dte

Specifying the DLCI

The DLCI identifies the circuit number for the POS link. You must use the same DLCI on both ends of the link. To
specify the DLCI, enter a command such as the following:

Biglron(config-posit-2/1)# frame-relay interface-dlci 69
Syntax: [no] frame-relay interface-dici <num>

The <num> parameter specifies the DLCI and can be a number from 1 — 1023.

Specifying the LMI Type

Foundry POS Frame Relay links use the Cisco-compatible LMI type by default. To specify a different LMI type,
enter a command such as the following:

Biglron(config-posif-2/1)# frame-relay Imi-type ansi
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Syntax: [no] frame-relay Imi-type ansi | ccitt | Imi

The default is Imi.

Verifying the Configuration

To verify the POS Frame Relay configuration, enter commands such as the following:

Biglron(config-posift-2/1)# show interface pos 2/1

POS2/1 is up, line protocol is up
No port name
Hardware is Packet over Sonet
Internet address is 101.101.101.5/30
MTU 4470 bytes, encapsulation FR(cisco), clock is line
Framing is SONET, BW 155000Kbit, CRC 32
Loopback not set, keepalive is set (10 sec), scramble disabled
5 minute input rate: 112448 bits/sec, 135 packets/sec
5 minute output rate: 2394880 bits/sec, 204 packets/sec
7292298 packets input, 386668128 bytes, 0 no buffer
Received 0 CRCs, 0 shorts, 0 giants, 0 alignments
10029741 packets output, 14905847936 bytes, 0 underruns

The command in this example indicates that POS interface 2/1 is using the Cisco-compatible Frame Relay
encapsulation and the keepalive is enabled and set to 10 seconds.

Biglron(config-posif-2/1)# show interface brief slot 2

Port Link State Encap Clock Loop Speed mtu frame scram crc c2 jO hl
2/1 up FR int none 622 4470 sonet no 32 cf cc 00
2/2 up FR int none 622 4470 sonet no 32 cf cc 00

This command shows brief interface information for the POS interfaces on the module in chassis slot 2.

Configuring POS for Layer 2 Switching

You can configure a POS port for Layer 2 switching. Layer 2 switching enables the devices on each end of a POS

link to exchange Ethernet frames over POS. Layer 2 switching over POS is especially useful for Virtual Private
Networking (VPN) applications in which IP hosts share a common sub-net even though the hosts are
geographically distant from one another.

NOTE: To use Layer 2 POS on an NPA module model N2P2488-A, install the L2P flash image. To use Layer 2

POS on an NPA module model N2P2488, install the O2R flash image. To use Layer 2 POS on a non-NPA module,

install the P2R flash image.

NOTE: HDLC encapsulation is not supported on Layer 2 POS. You must use the default encapsulation, PPP.
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Figure 7.2 shows an example of a Layer 2 switching configuration using Layer 2 POS.

Figure 7.2
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Basic POS Layer 2 switching configuration

Each client and its server on the other
Foundry device are in the same sub-net.

Traffic between each client and its server
is bridged over a PPP link on the SONET
link on the Layer 2 POS ports.
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This configuration shows four IP sub-nets. Each sub-net has members on both sides of the POS link. For
example, client C1 in the 192.168.1.x sub-net can communicate at Layer 2 with server S1 in the same sub-net,

even though the two devices are on different sides of the POS link.

Figure 7.3 shows the network in Figure 7.2 from the perspective of client C1 and server Sl. The devices appear to
one another to be on the same Ethernet LAN segment. Conceptually, the devices are connected by a Layer 2

switch or bridge. The clients are not aware that the Layer 2 connection between them is a POS WAN link between
two geographically distant devices.
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Figure 7.3 IP Host perspective of the switching link
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Notice that the devices in Figure 7.2 are configured with a separate port-based VLAN for each sub-net. The
separate port-based VLANSs provide a private Layer 2 broadcast domain for each sub-net. The separate port-
based VLANs ensure that devices on one sub-net do not receive broadcast traffic from devices on the other sub-
nets. Partitioning the ports into separate port-based VLANSs is especially useful for co-location implementations,
when multiple clients lease ports on the same devices. The port-based VLANs ensure that one client’s ports do
not receive broadcast traffic from another client’s ports.

In fact, to enable Layer 2 switching on a POS port, you must add the port as a tagged port to each of the port-
based VLANSs that contains the sub-nets you want to bridge. The ports are tagged so that they can properly
multiplex traffic from the different VLANs for sending the traffic over the PPP link, and demultiplex the traffic at the
other end of the link. For example, when client C2 sends traffic to server S2, the traffic is tagged with the VLAN ID
(20). The POS ports on both devices also are members of VLAN 20 and can therefore forward traffic between C2
and S2 at Layer 2.

In addition, since the traffic is tagged, broadcast traffic on the 192.168.2.x sub-net (in VLAN 20) goes only to other
devices on the same sub-net, because VLAN 20 is its own Layer 2 broadcast domain. Only the ports in VLAN 20
receive broadcasts from a host connected to a portin VLAN 20. For example, the POS ports forward a broadcast
packet from S2 to client C2 but not to clients C1, C3, or C4.

Link Redundancy and Load Balancing

The configuration in Figure 7.2 on page 7-17 uses a single POS link between the two remote devices. However,
you can provide link redundancy using either of the following methods:

*  Enable the Spanning Tree Protocol (STP) on all the port-based VLANs of which the POS ports are members,
then set the path costs to different values for different VLANSs, so that STP prefers one POS port for some of
the VLANSs but not others.

*  Configure the POS ports as a trunk group.
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NOTE: Trunking is supported on POS OC-3 and OC-12 ports but not on OC-48 ports. Server trunking of
POS ports is supported only for Layer 2 and requires software release 07.6.01 or later.

Using STP for Redundancy and Load Balancing

Figure 7.4 shows an example of link redundancy using STP. In this example, STP is enabled in port-based VLANs
10, 20, 30, and 40. The POS ports are members of each of these VLANs. Each VLAN runs a separate spanning
tree (a separate instance of STP).

Figure 7.4 POS Layer 2 port redundancy using STP — default port path cost used

Each client and its server on the other To provide load balancing in
Foundry device are in the same sub-net. addition to redundancy, configure

the STP path cost of the POS ports
Traffic between each client and its server to different values on different VLANs.

is bridged over a PPP link on the SONET
link on the Layer 2 POS ports.

192.168.1.10 192.168.1.20

@

FWD  VLAN 10, path cost80 ~ FWD
FWD  VLAN 20, pathcost80  FWD
VLA 0 FWD  VLAN 30, path cost 80 FWD JLAN 10

192.168.2.10 P FWD VLAN 40, path cost 80 FWD P 192.168.2.20

E VLAN 29 (s) (s) VLAN 20

=6

192.168.3.10 Ethernet over POS 192.168.3.20
N 30 VLA
o o
192.168.4.10 QUAN 40 s FWD  VLAN 10, pathcost80  BLK S Vi 44 192.168.4.20
FWD  VLAN 20, pathcost80  BLK
FWD VLAN 30, path cost 80 BLK

FWD VLAN 40, path cost 80 BLK

Foundry switch A
(root STP bridge)

Spanning Tree is enabled on the client Foundry switch B

and server VLANs. For each VLAN, one
POS link is active and the other is a standby.

Each POS port uses the same port path cost.
Thus, STP blocks one of the ports for all the VLANSs.

This example assumes that Foundry switch A
is the root bridge for all the VLANSs.

If you use the default settings for the STP parameters as shown in Figure 7.4, enabling STP on the POS ports for
all the port-based VLANs provides redundancy but does not provide load sharing. In this example, STP blocks
one of the POS ports for all the port-based VLANSs.

Assuming the POS ports are operating at the same speed, the default STP path cost for each of the ports is the
same. Therefore, if you use the default STP path cost for each port, the spanning tree in each of the port-based
VLANS selects the same POS port for forwarding and blocks the other POS port.

To also provide load balancing, change the path cost of each the POS ports in some of the VLANS, but no others.
For example, to configure the POS ports on a switch so that STP uses one port for forwarding VLANs 10 and 20
and the other port for forwarding VLANs 30 and 40, change the port path cost on the first POS port to a lower
value for VLANs 10 and 20. On the other POS port, change the port path cost to the same lower value for the
other VLANS, 30 and 40. Figure 7.5 shows this configuration.
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Figure 7.5
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Notice that each POS port on switch B blocks two of the VLANSs but forwards the other two VLANs. STP prefers
the path that has the lower value as the path to the root bridge. In this example, STP in VLANs 10 and 20 on
switch B prefers the first POS port as the path to the root bridge. STP in VLANs 30 and 40 prefer the second POS
as the path to the root bridge.

Using a Trunk Group for Redundancy and Load Balancing

Figure 7.6 shows an example of POS ports configured for redundancy by adding them to a trunk group. In
addition to redundancy, a trunk group provides load sharing. The ports can each actively send traffic, thus
providing additional bandwidth. When you use STP to provide redundancy, all ports in a trunk group have the
same STP status. The status is based on the trunk group’s primary (lead) port.

NOTE: You can use a trunk group for Layer 2 POS redundancy and load balancing only on a Biglron or Netlron
running Layer 2 Switch code, not Layer 3 Switch code.
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Figure 7.6 POS Layer 2 port redundancy using a trunk group

Each client and its server on the other
Foundry device are in the same sub-net.

Each client and its server are in their

own port-based VLAN. The VLAN ports
are tagged. The POS ports are configured
Traffic between each client and its server in all the client or server VLANSs.
is bridged over a PPP link built on the POS

link on the Layer 2 POS ports.

192.168.1.10 192.168.1.20
Vian 10 JUAN 10
192.168.2.10 P 192.168.2.20
0
192.168.3.10 Ethernet over POS 192.168.3.20
N 30 VLAN
— P 0—
0
192.168.4.10 N 40 S Fwd Fwd Vi 192.168.4.20
VLA N 4o

Foundry switch A Foundry switch B

The POS ports are configured
in a trunk group. The links load
share traffic and also provide
redundancy in case a link
becomes unavailable.

This example shows a trunk group configured on a POS module in each chassis. In each module, both POS ports
are configured together as a single link. The links load share and also provide redundancy. If a link in a trunk
group becomes unavailable, the connection is maintained by the other link.

You can use STP with trunk group links. STP regards a trunk group as a single link and thus either forwards or
blocks traffic on all the ports within the trunk group.

Configuration Procedures
To configure a Foundry device for POS Layer 2 switching:

* Change POS interface parameters, if you need to change a parameter from its default value.

NOTE: HDLC encapsulation is not supported on Layer 2 POS. You must use the default encapsulation,
PPP.

e Configure each host sub-net in a separate port-based VLAN.

* Add the POS port as a tagged port to all the host port-based VLANs.

e Optionally, configure redundancy by configuring a second POS port as above, then doing one of the following:
*  Configuring Spanning Tree Protocol (STP) parameters on the ports.

e Adding the POS ports to a trunk group. If you add the ports to a trunk group, the ports load balance
traffic in addition to providing link redundancy.

Configuring a POS Port for Layer 2 Switching

POS ports are configured for Layer 3 IP routing by default. To configure a POS port for Layer 2 switching, you
must add the port as a tagged port to a port-based VLAN.

NOTE: Layer 2 POS ports must be tagged. You cannot add a POS port to a port-based VLAN without tagging
the port.
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A POS port is by default a routing-only port. That is, it is by default not a member of the default Layer 2 broadcast
domain (VLAN 1). You can convert a POS port to a Layer-2 switching-only port by adding it to one or more VLANs
as a tagged port. Only traffic from ports belonging to the same VLANSs as the tagged POS port are forwarded.

NOTE: By default, POS ports are not members of the device’s default VLAN (VLAN 1) or of any other VLAN.

NOTE: A POS port cannot be added as an untagged port to any VLAN.

A single POS link can multiplex and demultiplex traffic from different clients while keeping each client's traffic
within the client's own Layer 2 broadcast domain (port-based VLAN). The POS port on the send side of the link
sends packets with different tags to the POS port on the receive side. The port on the receive side forwards the
packets based on the VLAN tag. Thus, on the receive side each packet is forwarded only to the Ethernet ports in
the same VLAN as the client.

To configure a POS port for Layer 2 switching, use the following CLI method.
USING THE CLI
To configure a POS port for Layer 2 switching, enter a command such as the following:

Biglron(config)# vlan 10
Biglron(config-vlan-10)# tagged pos 2/1

These commands change the CLI to the configuration level for port-based VLAN 10, then add POS port 2/1 to the
VLAN as a tagged port. You must add the port as a tagged port. You cannot add the port as an untagged port.

Syntax: vlan <vlan-id> [by port]

Syntax: tagged pos <portnum> [to <portnum> | pos <portnums]

NOTE: This example assumes that port-based VLAN 10 has already been configured. If the VLAN is not
configured, use the command vilan 10 by port.

To verify the VLAN configuration for all the VLANS, enter the following command at any level of the CLI:
Biglron(config)# show vlans

To view all the VLANSs configured for a specific POS port, enter a command such as the following at any level of
the CLI:

Biglron(config)# show vlans pos 2/1

Configuring STP Parameters
The following STP features are supported on Layer 2 POS ports:

e  Standard STP parameters — All the standard bridge and port parameters supported on Ethernet ports also
are supported on POS ports.

e Single-instance STP — All ports that are members of VLANs that have STP enabled are members of a single
BPDU broadcast domain, and thus share a common STP root bridge. However, the VLANs continue to be
separate broadcast domains for other types of Layer 2 traffic.

*  Fast Uplink Span — The Fast Uplink feature enhances STP performance for wiring closet switches with
redundant uplinks. Convergence following a transition from an active link to a redundant link takes around
four seconds, instead of the STP's default convergence time of 30 seconds. Convergence consists of both
the listening and learning states.

NOTE: Fast Port Span applies only to ports that are connected to end hosts, not to Layer 2 POS configurations,
and therefore is not supported.
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Changing a POS Port’s Path Cost

When selecting among multiple links to the root bridge, STP chooses the link with the lowest path cost and blocks
the other paths. Each port type has a default STP path cost, listed in Table 7.3.

Table 7.3: Default STP Port Path Costs

Port Type Default Path Cost
10 Mbps 100

100 Mbps 19

Gigabit 4

OC-3c 200

OC-12c 80

0OC-48c 20

You can set a port’s STP path cost to a value from 0 — 65535. If you want to bias STP’s selection to favor one POS
port over another of the same speed, use the following CLI method.

USING THE CLI
To change the STP path cost on a POS port, enter a command such as the following:

Biglron(config)# vlan 10
Biglron(config-vlan-10)# spanning-tree pos 2/1 path-cost 100

These commands change the CLI to the VLAN configuration level for VLAN 10, then change the POS port’s path
cost for that VLAN’s spanning tree to 100.

Syntax: [no] spanning-tree ethernet | pos <portnum> path-cost <value> | priority <value>
The ethernet | pos <portnum> parameter specifies the interface.

The <num> specifies the path cost and can be from 0 — 65535.

Changing a POS Port’s STP Priority

The STP priority of a port determines which port within a spanning tree STP prefers for forwarding traffic into and
out of the spanning tree. For a port-based VLAN, the port priorities determine the port that STP selects within that
VLAN to forward traffic out of the VLAN. STP prefers the port with the highest port priority. You can set a port’s
STP priority to a value from 0 — 255. The default for all port types is 128. The default depends on the port type.
See Table 7.3.

To change a POS port's STP priority, use the following CLI method.
USING THE CLI
To change the STP priority for a POS port, enter a command such as the following:

Biglron(config)# vlan 10
Biglron(config-vlan-10)# spanning pos 2/1 priority 200

These commands change the CLI to the configuration level for the POS port, then change the POS port’s priority
for that VLAN’s spanning tree to 200.

Syntax: [no] spanning-tree ethernet | pos <portnums> priority <num>
The ethernet | pos <portnum> parameter specifies the interface.

The <num> specifies the priority and can be from 0 — 255. The default for all port types is 128.
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Enabling or Disabling STP on the Port

Use the following CLI method to enable or disable STP on a POS port.
USING THE CLI

To enable STP on a POS port, enter commands such as the following:

Biglron(config)# interface pos 2/1
Biglron(config-if-2/1)# spanning-tree

These commands change the CLI to the configuration level for the POS port, then enable STP on the VLAN.
Syntax: [no] spanning-tree

Enabling or Disabling Fast Uplink Span on the Port

To enable Fast Uplink on a pair of POS ports, use the following CLI method.

USING THE CLI

To configure a group of POS ports for Fast Uplink Span, enter a command such as the following:
Biglron(config)# fast uplink-span pos 2/1 to 2/2

This command configures POS ports 2/1 and 2/2 as a Fast Uplink Span group.

Syntax: [no] fast uplink-span [pos <portnum> [pos <portnums... | to <portnum>]]

For more information about this feature, see “Configuring Spanning Tree Protocol (STP) and IronSpan Features”
on page 10-1.

Displaying Spanning Tree Information
To display STP information for a VLAN, enter the show span command. See “Displaying STP Information” on
page 10-8.

Configuring the POS Ports into a Trunk Group

Use the following CLI method to configure POS ports into a trunk group.

NOTE: You can use a trunk group for Layer 2 POS redundancy and load balancing only on a Biglron or Netlron
running Layer 2 Switch code, not Layer 3 Switch code.

NOTE: Trunking is supported on POS OC-3 and OC-12 ports but not on OC-48 ports. Server trunking of POS
ports is supported only for Layer 2 and requires software release 07.6.01 or later.

USING THE CLI
To configure two POS ports on a single POS module into a trunk group, enter a command such as the following:
Biglron(config)# trunk pos 1/1 to 1/2

This command configures the ports on a POS module in slot 1 into a trunk group. Port 1/1 is the primary port. To
make configuration changes to the trunk group, make the changes on the primary port. The software
automatically applies the changes to the other port(s).

To configure a multi-slot trunk group, enter commands such as the following:

Biglron(config)# trunk pos 1/1 to 1/2 pos 3/1 to 3/2
Biglron(config)# write memory
Biglron(config)# trunk deploy

The first command configures the POS ports on the modules in slots 1 and 3 into a single, multi-module trunk
group. The lowest numbered port is always the primary port. The other commands save the configuration change
to the startup-config file, then activate the trunk configuration change.

Syntax: [no] trunk [server | switch] pos <portnum> to <portnum> [pos <portnum> to <portnums]

7-24 © 2005 Foundry Networks, Inc. August 2005



Using Packet Over SONET Modules

The server | switch parameter indicates the trunk group type. Since the POS ports in the trunk group will be
connected to POS ports on another chassis, the type is always switch. This is the default, so you do not need to
specify it.

The pos <portnum> to <portnum> parameter specifies the port range. Always specify the primary port first. To
configure a multi-module trunk group, repeat the parameter for the port range on the second module.

The configuration rules for POS ports are the same as the rules for Ethernet ports.

e Each group consists of a primary port and consecutively numbered secondary ports. Always specify the
lowest numbered port first (the primary port) followed by the other ports in ascending numerical order. On a
two-port POS module, the first port on the module is the primary port and the second port is the secondary
port. When you configure interface parameters for a trunk group, configure them on the primary port. The
software then applies the changes to all the secondary ports automatically.

*  You can configure ports on two POS modules in a chassis as a single, multi-module trunk group. In a multi-
slot trunk group, the port with the lowest port number (the first port in the lower numbered chassis slot) is
always the primary port. The trunk group must contain the same number of ports from each module. In
addition, the modules must be the same type (for example, two 622 Mbps modules).

e You cannot mix POS ports and Ethernet ports in the same trunk group.
e All'the ports in the trunk group must be connected to a single trunk group on the other chassis.

To verify the trunk configuration, enter the show trunk command.

Configuring Automatic Protection Switching (APS) for Layer 2 POS

Starting in release 07.6.03, Automatic Protection Switching (APS) is supported on Layer 2 POS links. Previous
releases supported POS APS with Layer 3 features only. Foundry devices support POS APSina 1+ 1
architecture, where a working interface is paired with a protect (backup) interface. If the working interface fails, the
protect interface takes over the traffic load. See “Configuring Automatic Protection Switching (APS)” on page 7-35
for more information on APS.

APS operates transparently in a Layer 2 POS configuration. When a link switchover occurs, Layer 2 features,
including known/unknown unicast, spanning tree, and MAC learning and aging, are not affected or disrupted.

All of the commands for Layer 2 POS and POS APS are still applicable in a Layer 2 POS APS configuration. To
configure APS for Layer 2 POS, you specify working and protect interfaces, then add the working interface to a
VLAN.

For example, to configure a working APS interface:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# spanning-tree
Biglron(config-posift-2/1)# aps working 1
Biglron(config-posift-2/1)# exit

To configure a protect APS interface:

Biglron(config)# interface pos 3/1
Biglron(config-posif-3/1)# aps protect 1 10.0.0.1
Biglron(config-posif-3/1)# exit

To add the working interface to a VLAN

Biglron(config)# vlan 10
Biglron(config-vlan-10)# tagged pos 2/1

Configuration Considerations for Layer 2 POS APS
The following configuration considerations apply when using APS with Layer 2 POS links:

* If you are configuring APS on a 15-slot Chassis device, both the working and the protect interface must be
located in the same set of slots (slots 1 — 7 or 9 — 15). If the working interface is located in a slot from 1 -7,
the protect interface must also be located in a slot from 1 — 7; if the working interface is located in slot 9 — 15,
the protect interface must also be located in a slot from 9 — 15. If you attempt to configure the working and
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protect interfaces in different sets of slots, an error message is displayed. Neither the working nor the protect
interface can reside in slot 8.

The protect interface cannot have any Layer 2 commands in its configuration. If a POS interface has any
Layer 2 commands in its configuration, then it cannot be specified as a protect interface. The protect interface
inherits its Layer 2 configuration from the working interface.

Layer 2 POS trunk groups and Layer 2 POS APS are mutually exclusive. An APS interface cannot be added
to a trunk group, and a POS interface that is a member of a trunk group cannot be configured as an APS
interface.

APS for Layer 2 POS is supported only in single-device configurations, where the working and protect
interfaces both reside on the same device. Multiple-device APS configurations are not supported.

The aps protect command requires the IP address of the router where the working interface resides. If the
device is running switch code, you specify the management IP address for this purpose.

APS for Layer 2 POS is supported on OC-3, OC-12, and OC-48 POS modules. Both the working and protect
ports must be on the same module type.

Displaying Layer 2 POS Port Information

To display detailed information for a POS port, enter a command such as the following at any level of the CLI:

Biglron(config)# show interface pos 2/1

P0OS2/1 is up

No port name

Hardware is Packet over Sonet

MTU 4470 bytes, encapsulation PPP, clock is internal
Framing is SONET, BW 622000Kbit, CRC 32

Loopback not set, keepalive is set (10 sec), scramble disabled
LCP state is open

5 minute input rate: 0 bits/sec, 0 packets/sec

5 minute output rate: O bits/sec, 0 packets/sec

0 packets input, O bytes, 0 no buffer

Received 0 CRCs, O shorts, 0 giants, O alignments

0 packets output, 0 bytes, 0 underruns

Line protocol is UP

Member of 4 L2 VLANs, port is tagged, port state is FORWARDING

STP configured to ON

The lines shown in bold type in this example appear only if the port is enabled for Layer 2 switching.

Displaying POS Information

You can display the following POS module information:

Software version — see “Displaying the Software Version Running on the Module” on page 7-26 and
“Displaying the Software Installed in Flash Memory” on page 7-28

Displaying general module information — “Displaying General Module Information” on page 7-28
Module status — see “Determining POS Module Status” on page 7-28
Interface parameters — see “Displaying Interface Parameters” on page 7-30

POS statistics — see “Displaying POS Statistics” on page 7-33

Displaying the Software Version Running on the Module
To display the software version running on the POS module, use ether of the following methods.

7-26
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USING THE CLI

To display the software version running on the POS module, enter the following command at any CLI level:

Biglron> show version

SW:

HW :

Version 07.1.05T1 Copyright (c) 1996-1999 Foundry Networks, Inc.
Compiled on Sep 29 2000 at 17:10:51 labeled as B2R07105
(1357024 bytes) from Primary b2r07105.car

Chassis 4000 Router, SYSIF version 21

SL 3:
2048
512
512
512
512

B8GMR Fiber Management Module, ACTIVE

KB BRAM, SMC version 1, ICBM version 21

KB PRAM(512K+0K) and 2048*8 CAM entries for DMA 8, version 0209
KB PRAM(512K+0K) and shared CAM entries for DMA 9, version 0209
KB PRAM(512K+0K) and 2048*8 CAM entries for DMA 10, version 0209
KB PRAM(512K+0K) and shared CAM entries for DMA 11, version 0209

SL 4:
2048

B2P155 POS Module
KB BRAM, SMC version 1, ICBM version 21

240
512
8192
256
128

MHz Power PC processor 603 (revision 7) 63 MHz bus
KB boot flash memory

KB code flash memory

KB SRAM

MB DRAM

The system uptime is 45 seconds
The system : started=warm start reloaded=by "reload"

Syntax: show version

The command shows all the software versions running on the device. The POS information is shown in this

example in bold text.
USING THE WEB MANAGEMENT INTERFACE

You cannot display the POS module software versions using the Web management interface.
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Displaying the Software Installed in Flash Memory
To display the software images installed in the POS modules’ flash memory, enter the following command:

Biglron# show flash

POS module slot 6 CPU 1:

Code Flash Type: AMD 29F032B, Size: 64 * 65536 = 4194304

Boot Flash Type: AMD 29F010, Size: 8 * 16384 = 131072

Compressed Pri Code: size = 805873 Version 07.5.00b1T61 (p2r07500bl.bin)
Compressed Sec Code: size = 805873 Version 07.5.00b1T61 (p2r07500bl.bin)
Maximum Code Image Size Supported: 2096640 (0x001ffe00)

Boot Image size = 30492 Version 06.00.00

Maximum Boot Image Size Supported: 131072 (0x00020000)

POS module slot 6 CPU 2:

Code Flash Type: AMD 29F032B, Size: 64 * 65536 = 4194304

Boot Flash Type: AMD 29F010, Size: 8 * 16384 = 131072

Compressed Pri Code: size = 805873 Version 07.5.00b1T61 (p2r07500bl.bin)
Compressed Sec Code: size = 805873 Version 07.5.00b1T61 (p2r07500bl.bin)
Maximum Code Image Size Supported: 2096640 (0x001ffe00)

Boot Image size = 30492 Version 06.00.00

Maximum Boot Image Size Supported: 131072 (0x00020000)

Syntax: show flash

The lines shown in bold type list the software installed on the module.

Displaying General Module Information

To display general module information, use the following method.

USING THE CLI

To display general information for the POS module, enter the following command at any CLI level:
Syntax: show pos

This command displays the state of the POS module, the software version running on the module, the contents of
the primary and secondary flash on the module, the system uptime, and the status of the CPUs on the module.

USING THE WEB MANAGEMENT INTERFACE

You cannot display general POS module information using the Web management interface.

Determining POS Module Status

You can determine the status of a POS module in the following ways:

o Status LEDs — Each POS port has LEDs that show link status, transmit and receive activity, and indicate
whether an alarm condition has occurred.

e Module information in software — The module information displayed by the software indicates whether the
module came up properly.
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Status LEDs
You can determine the status of a POS port by observing its LEDs. Each POS port has the following LEDs.

Table 7.4: Port LED Indicators for POS Modules

LED Position State Meaning
Link Upper left On Port is connected.
Off No port connection exists.
Alarm Upper right On At least one of the following SONET alarm

conditions has been detected:

e LOS - Loss of Signal

* LOF - Loss of Frame

e LOP - Loss of Pointer

e AIS - Alarm Indication Signal

Off None of the alarm conditions listed above
have been detected.

TxAct Lower left Blinking The port is transmitting traffic.
RxAct Lower right Blinking The port is receiving traffic.
Software

You can display status information for a POS module using either of the following methods.

NOTE:
o Slots on a 4-slot chassis are numbered 1 — 4, from top to bottom.
e Slots on an 8-slot chassis are numbered 1 — 4, from top to bottom.

*  Slots on a 15-slot chassis are numbered 1 — 15, from left to right.

USING THE CLI

To display the status of a POS module using the CLI, enter the following command at any CLI level:

Biglron> show module

Module Status Ports Starting MAC
S1: BOGMR Management Module ACTIVE 0

S2: Bl POS 622M Module OK 2  00e0.5281.eb20
S3: B24E Copper Switch Module OK 24 00e0.5281.eb40
S4: B8G Fiber Switch Module OK 8 00e0.5281.eb60

Syntax: show module

NOTE: The module descriptions do not distinguish between SX and LX ports.

The Status column shows the module status. A POS module can have one of the following statuses:

e  FAILED - This status indicates that the host module failed to come up.
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*  OK - This status indicates that the module came up and is operating normally.

NOTE: Management modules have different status values.

USING THE WEB MANAGEMENT INTERFACE

1. Select the Home link to display the System configuration sheet, if not already displayed.

2. Select the Module link to display the Module panel. The Status column shows the module status. A POS
module can have one of the following statuses:

e  FAILED - This status indicates that the host module failed to come up.

* OK - This status indicates that the module came up and is operating normally.

Displaying Interface Parameters
To display the current settings for the POS interface parameters, use the following method.

USING THE CLI

To display interface information using the CLI, enter the following command at any CLI level:

Biglron> show interface brief slot 2

Port Link State
2/1 up
2/2 up

Encap Clock Loop Speed mtu frame scram crc c2 jO hl

ppp
ppp

int
int

none 622 1200 sonet no 16 cf cc 00
none 155 1500 sonet no 16 cf cc 00

Syntax: show interface brief [pos <portnum>] | [slot <slotnum>]

This command shows information for all the ports in the chassis. For simplicity, the example and syntax above
show only the information relevant to POS ports.

The command shows the following information for POS ports.

Table 7.5: CLI Display of POS Interface Information

This Field... Displays...

Port The chassis slot and port number of the interface.

Link State The state of the link, which can be one of the following:
¢ down
e up

Encap The encapsulation type in use on the interface. The encapsulation
type can be one of the following:
¢ hdlc — High-Level Data Link Control
e ppp — Point-to-Point Protocol. This is the default.
To change this parameter, see “Changing the Encapsulation Type” on
page 7-10.
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Table 7.5: CLI Display of POS Interface Information (Continued)

This Field... Displays...

Clock The clock source, which can be one of the following:
e int—The interface is using the clock on the POS module.

e line — The interface is using the clock source supplied on the
network.

To change this parameter, see “Changing the Clock Source” on
page 7-10.

Loop The loopback state of the interface. The loopback state can be one of
the following:

e int—The loopback path consists only of the POS circuitry on this
interface.

* line — The loopback path consists of both this POS interface and
the POS interface at the remote end of the link.

¢ none — The interface is not operating in loopback mode.

To change this parameter, see “Changing the Loopback Path” on
page 7-10.

Speed The bandwidth of the interface, which can be one of the following:
« 155

e 622

e 2488

To change this parameter on the B2P622 module, see “Changing the
Bandwidth” on page 7-12.

MTU The Maximum Transmission Unit (MTU) of packets sent on this
interface. The MTU can be from 60 — 4770 bytes. The default is 4470
bytes.

To change this parameter, see “Changing the Bandwidth” on page 7-
12.

Frame The frame type used on the interface. The frame type can be one of

the following:

e sdh — Synchronous Digital Hierarchy.
e sonet — Synchronous Optical Network. This is the default.

To change this parameter, see “Changing the Frame Type” on page 7-
13.

Scram The state of the ATM scramble mode, which can be one of the
following:

* no-— Scrambling is disabled. This is the default.
* yes— Scrambling is enabled.

To change this parameter, see “Enabling or Disabling ATM
Scrambling” on page 7-13.
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Table 7.5: CLI Display of POS Interface Information (Continued)

This Field... Displays...

CRC The length of the CRC field in packets transmitted on the interface.
The length can be one of the following:
e 16— The field is 16 bits long.
e 32 -The field is 8 bits long. This is the default.
To change this parameter, see “Changing the CRC Length” on
page 7-11.

c2 The value of the c2 flag in the SONET headers of packets transmitted
by the interface. The c2 flag identifies the payload type of the packets
transmitted on this interface. The c2 flag is set to Oxcf by default. This
value indicates that the payload is SONET or SDH.
To change this parameter, see “Changing the POS Flags” on page 7-
12.

jo The value of the jO flag in the SONET headers of packets transmitted
by the interface. This flag sets the trace byte, which is used to trace
the origin of an STS-1 frame on a SONET network. This flag is set to
Oxcc by default.
To change this parameter, see “Changing the POS Flags” on page 7-
12.

h1 The value of the h1 flag in the SONET headers of packets transmitted
by the interface. This flag sets the H1 pointer, which is used to
indicate where the SPE (Synchronous Payload Envelope) starts within
the packet. The SPE contains the packet’s payload.
This flag can have one of the following values:
e 0x00 — The pointer for SONET frames. This is the default.
e 0x02 — The pointer for SDH frames.
To change this parameter, see “Changing the POS Flags” on page 7-
12.
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To display detailed information for a POS port, enter a command such as the following at any level of the CLI:

Biglron(config)# show interface pos 2/1

P0OS2/1 is up
No port name
Hardware is Packet over Sonet
MTU 4470 bytes, encapsulation PPP, clock is internal
Framing is SONET, BW 622000Kbit, CRC 32
Loopback not set, keepalive is set (10 sec), scramble disabled
LCP state is open
5 minute input rate: 0 bits/sec, 0 packets/sec
5 minute output rate: O bits/sec, 0 packets/sec
0 packets input, O bytes, 0 no buffer
Received 0 CRCs, 0 shorts, O giants, 0 alignments
0 packets output, O bytes, O underruns
Line protocol is UP
Member of 4 L2 VLANs, port is tagged, port state is FORWARDING
STP configured to ON

The “Line protocol is UP" line means that the Link Control Protocol (LCP) handshake was successful and the end-
to-end connectivity is up.

NOTE: The lines shown in bold type in this example appear only if the port is enabled for Layer 2 switching.

Displaying POS Statistics
To display POS packet statistics, use the following method.
USING THE CLI

To display POS statistics for POS interface 2/1, enter the following command at any CLI level:

Biglron> show statistics pos 2/1

POS Packets Errors
Port [Receive Transmit] [Align FCS Giant Short]
2/1 1475 12301 0 1378 3 0

Syntax: show statistics pos <portnum>

The command shows the following information for the specified POS port.

Table 7.6: CLI Display of POS Interface Statistics

This Field... Displays...

Packet counters

Receive The number of packets received on this interface.

Transmit The number of packets transmitted on this interface.

Packet Errors

These fields show statistics for various types of packet errors. The Layer 3 Switch drops packets that contain
one of these errors.
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Table 7.6: CLI Display of POS Interface Statistics (Continued)

This Field... Displays...

Align The number of packets that contained frame alignment errors.

FCS The number of packets that contained Frame Check Sequence errors.
Giant The number of packets that were longer than the configured MTU.
Short The number of packets that were shorter than the minimum valid

length.

Displaying POS Alarms and Error Conditions

SONET equipment detects alarms and error conditions at the three layers of the SONET protocol: section, line,
and path. Other devices on the network are notified of these problems. To determine if any alarms and error
conditions have been reported for POS, use the following method.

USING THE CLI

To display any alarm or error condition that have been logged for POS, enter the following command at any CLI

level:

Biglron# show controller pos

Biglron# show controllers pos

POS 4/1

BIP(B1): 0 BIP(B2):
AIS: O RDI: O LOP:

POS 4/2

BIP(B1): O BIP(B2):
AIS: O RDI: O LOP:

Syntax: show controllers pos

BIP(B3): O
LOF: 298 LOS: 298

BIP(B3): O
LOF: 298 LOS: 298

Table 7.7: CLI Display of POS Interface Statistics

This Field... Displays...

POS slot/port number The slot number (if applicable) and port number of the POS interface.

BIP(B1) The number of received frames that has parity errors at the section
layer of the SONET link.

BIP(B2) The number of received frames that has parity errors at the line layer
of the SONET link.

BIP(B3) The number of received frames that has parity errors at the path layer
of the SONET link.

AIS The number of Alarm Indicator Signals (AlS) that were received by the
interface.

RDI The number of Remote Defect Indicator (RDI) signals that were
received by the interface.

LOP Loss of pointer (LOP) condition that resulted from an invalid path
pointer or if excessive number of new data flag were enabled.
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Table 7.7: CLI Display of POS Interface Statistics (Continued)

This Field... Displays...

LOF How many times the interface experienced an out of frame alignment
problems, which is also called a loss of frame (LOF) condition.

LOS The number of times POS interfaces experienced a loss of signal
(LOS). With LOS, incoming signals are all zeros during a 100
microsecond period.

Configuring Automatic Protection Switching (APS)

The Automatic Protection Switching (APS) feature provides redundancy for a POS link. Foundry’s implementation
of POS APS supports 1 + 1 protection architecture, where a working interface is paired with a protect or backup
interface.

When the signal on the working interface degrades below a user-configurable threshold, or the working interface is
manually taken down, the protect interface automatically takes over, becoming the working interface, while the
previously working interface becomes the protect interface. When the previously working interface is available
again, it can be switched back to working status manually or configured to automatically revert to working status
after becoming available.

Typically the working and protect interfaces are on separate routers. Both interfaces are connected to a SONET
add/drop multiplexer (ADM), which sends identical traffic through them. Switching is controlled by the K1 and K2
bytes of the line overhead (LOH) in a SONET frame.

Information on signal quality is exchanged between the working and protect interface using the APS Protect Group
Protocol, running on top of UDP. This communication takes place on a channel independent of the working and
protect interfaces themselves.

Configuring POS APS consists of the following steps:
1. Configuring the working interface

2. Configuring the protect interface

3. Setting optional parameters

You can also display information about an APS configuration.

NOTE: Starting in release 07.6.03, APS is supported on Layer 2 POS links. See “Configuring Automatic
Protection Switching (APS) for Layer 2 POS” on page 7-25 for more information.

Basic POS APS Configuration

Figure 7.7 shows a basic POS APS configuration, where a POS interface on one router serves as a protect
interface for a working interface on another router.
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Figure 7.7 Basic POS APS configuration
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In this configuration, the ADM sends identical traffic through the working interface on BiglronA and the protect
interface on BiglronB. If the working interface malfunctions (that is, experiences high bit error ratios (BERs),
significant signal degradation, or signal failure) or is taken down manually, the protect interface automatically takes
over.

The following commands configure the working interface on BiglronA:

NOTE: Foundry Networks recommends that you configure the working interface prior to configuring the protect
interface, so that the protect interface does not inadvertently become the working interface.

BiglronA(config)# interface loopback 1
BiglronA(config-Ibif-1)# ip address 10.0.0.1/24
BiglronA(config-1bif-1)# exit

BiglronA(config)# interface pos 2/1
BiglronA(config-posif-2/1)# aps working 1
BiglronA(config-posif-2/1)# exit

Syntax: aps working <circuit-number>

The aps working command establishes this interface as the working interface in circuit 1. This working interface
corresponds to a protect interface on the BiglronB.

The following commands configure the protect interface on BiglronB:

BiglronB(config)# interface loopback 2
BiglronB(config-lbif-2)# ip address 10.0.0.2/24
BiglronB(config-1bif-2)# exit

BiglronB(config)# interface pos 3/1
BiglronB(config-posif-3/1)# aps group 1
BiglronB(config-posif-3/1)# aps protect 1 10.0.0.1
BiglronB(config-posif-3/1)# exit

Syntax: aps protect <circuit-number> <ip-addr>

The aps protect command specifies the circuit this interface is protecting, as well as the IP address of the router
where the working interface resides. This is normally the loopback address of the router. If the device is a switch,
this is the management IP address.

Multi-Group APS Configuration

A router can have more than one protect or working interface. To configure more than one protect or working
interface on a router, you assign each interface to a group using the aps group command. Figure 7.8 illustrates a
configuration with two APS working/protect circuit pairs.

7-36 © 2005 Foundry Networks, Inc. August 2005



Using Packet Over SONET Modules

Figure 7.8

BiglronA

Configuration with multiple POS APS interfaces

Working Interface POS 2/1
APS Group 50

A

A

Protect Interface POS 2/2
APS Group 60

SONET ADM

Protect Interface POS 3/1

BiglronB

APS Group 50

A

TA

Working Interface POS 3/2
APS Group 60

In this configuration, interface 3/1 on BiglronB serves as the protect interface to working interface 2/1 on BiglronA,
and interface 2/2 on BiglronA serves as the protect interface to working interface 3/2 on BiglronB. To implement
this configuration, you place each APS working/protect circuit pair in a separate APS group.

The following commands configure the working interface for APS group 50 and protect interface for APS group 60
on BiglronA:

BiglronA(config)# interface loopback 1
BiglronA(config-lbif-1)# ip address 10.0.0.1/24
BiglronA(config-1bif-1)# exit

BiglronA(config)# interface
BiglronA(config-posif-2/1)#
BiglronA(config-posif-2/1)#
BiglronA(config-posif-2/1)#

BiglronA(config)# interface
BiglronA(config-posif-2/2)#
BiglronA(config-posif-2/2)#
BiglronA(config-posif-2/2)#

pos 2/1

aps group 50

aps working 1

exit

pos 2/2

aps group 60

aps protect 1 10.0.0.2
exit

The following commands configure the working and protect interfaces on BiglronB:

BiglronB(config)# interface loopback 2
BiglronB(config-1bif-2)# ip address 10.0.0.2/24
BiglronB(config-1bif-2)# exit

BiglronB(config)# interface
BiglronB(config-posif-3/1)#
BiglronB(config-posif-3/1)#
BiglronB(config-posif-3/1)#

BiglronB(config)# interface
BiglronB(config-posif-3/2)#
BiglronB(config-posif-3/2)#
BiglronB(config-posif-3/2)#

Syntax: aps group <group-number>

pos 3/1

aps group 50

aps protect 1 10.0.0.1
exit

pos 3/2

aps group 60
aps working 1
exit

The aps group command allows more than one APS working/protect interface pair to be configured on the device.
The default group number is 0. The aps group command is required on both the working and protect interfaces.

Single-Device APS Configuration
The working and protect interfaces can reside on the same device. Figure 7.9 illustrates this kind of configuration.
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Figure 7.9 Single-device POS APS configuration
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The working interface resides on POS interface 2/1, and the protect interface resides on POS interface 3/1. The
working and protect interfaces can also reside on the same module.

The following commands configure the working and protect interfaces in Figure 7.9:

Biglron(config)# interface loopback 1
Biglron(config-1bif-1)# ip address 10.0.0.1/24
Biglron(config-lbif-1)# exit

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# aps working 1
Biglron(config-posif-2/1)# exit

Biglron(config)# interface pos 3/1
Biglron(config-posif-3/1)# aps protect 1 10.0.0.1
Biglron(config-posift-3/71)# exit

Starting with release 07.5.00, the single-device POS APS configuration was enhanced to allow faster switchover
when a protect interface becomes a working interface. The working interface and protect interface can be
configured to behave as one logical interface. When a link switchover occurs, this logical interface stays up, and
only the association of the logical interface to the physical interface changes. Before the link switchover, the
logical interface is associated with the working interface; after the link switchover, the logical interface is
associated with the protect interface. When the protect interface becomes active, it inherits the configuration of
the working interface.

The following diagrams illustrate this kind of single-device POS APS configuration. Figure 7.10 depicts the
configuration before the link switchover, and Figure 7.11 depicts the configuration after the link switchover.

Figure 7.10  Single-device POS APS configuration (before link switchover)
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7 - 38 © 2005 Foundry Networks, Inc. August 2005



Using Packet Over SONET Modules

Figure 7.11  Single-device POS APS configuration (after link switchover)
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In this example, the working APS interface on Biglron A, interface POS 2/1, has an IP address of 10.10.1.1/24.
The IP address of the POS interface on the neighboring Biglron B is 10.10.1.2/24. No IP address is configured on
the protect interface on Biglron A, interface POS 3/1.

Before a link switchover occurs (Figure 7.10), Biglron A and B form an adjacency and exchange routes. For traffic
entering Biglron A that uses a route for which the next hop router is 10.10.1.2/24 (Biglron B), the outgoing
interface is interface 2/1. On the receive side, the ADM forwards the same data signal onto both the working and
the protect lines. Traffic arriving on the working interface is accepted, while traffic arriving on the protect interface
is dropped.

After a link switchover occurs (Figure 7.11), Biglron A reacts by keeping the IP interface 10.10.1.1/24 up, so that
the link switchover is transparent for neighboring Biglron B. The routing adjacency formed between Biglron A and
Biglron B is not disturbed. Any traffic entering Biglron A that was using Biglron B as the next hop is now forwarded
out interface 3/1. Also, on the receive side, Biglron A starts accepting packets on interface 3/1 and dropping
packets on interface 2/1. In this way, network recovery is achieved very quickly, without the need for routing re-
convergence.

To set up this APS configuration, on the working interface you configure the IP address, routing protocols, and
encapsulation type. For example:

Biglron(config)# interface pos 2/1
Biglron(config-posift-2/1)# ip address 10.10.10.1/24
Biglron(config-posift-2/1)# ip ospf area 1
Biglron(config-posif-2/1)# encap hdlc
Biglron(config-posif-2/1)# aps working 1

On the protect interface, you do not specify an IP address, routing protocol parameters, or encapsulation type.
This information is inherited from the working interface when a link switchover occurs. All other non-APS
configuration statements on the working interface must be duplicated on the protect interface, however.

Biglron(config)# interface pos 3/1
Biglron(config-posif-3/1)# no keepalive
Biglron(config-posif-3/1)# aps protect 1 1.1.1.1
Biglron(config-posift-3/1)# aps revert 1

In this APS configuration, there are two separate physical interfaces, but only one logical IP interface. If the
encapsulation is PPP, there would be only one PPP interface, on which the line protocol would be based. This
PPP interface would be tied to the working interface, so to check the status of the PPP interface, you examine the
the line protocol status on the working interface. The line protocol on the protect interface would always remain
down.

When you enter the show interface pos command for the port, the port status would reflect the actual status of
the physical port, and the line protocol would reflect the status of the PPP interface. For example, if POS 2/1 is the
working interface and POS 3/1 is the protect interface, and POS 2/1 is up and the line protocol is up, the show
interface pos command would display the following:

Biglron(config)# show interface pos 2/1

Port is up, line protocol is up

When port 2/1 goes down and the link is switched over to the to the protect line, the show interface pos
command would display the following:
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Biglron(config)# show interface pos 2/1

Port is down, line protocol is up
At this time, the show interface pos command for the protect interface would display the following:

Biglron(config)# show interface pos 3/1

Port is up, line protocol is down

Configuring Optional Parameters

You can configure optional POS APS parameters to do the following:

e Configure an authentication string for communication between the process controlling the working interface
and the process controlling the protect interface

* Force a protect interface to take over as a working interface

*  Prevent a protect interface from taking over from a working interface

* Manually cause a switchover from a working interface to a protect interface
e Configure the WTR (wait-to-restore) interval for a working interface

*  Set the timers that the protect interface uses for sending hello packets and waiting for a response from the
working interface

*  Set thresholds for bit error rate, signal degradation, and signal failure on a POS interface
Configuring an Authentication String

The working and protect interfaces are synchronized using the APS Protect Group Protocol, which provides
communication between the process controlling the working interface and the process controlling the protect
interface. This communication takes place on a channel independent of the working and protect interfaces
themselves.

You can specify an authentication string that must be part of each packet sent between the process controlling the
working interface and the process controlling the protect interface. To do so, enter commands such as the
following:

BiglronA(config)# interface pos 2/1
BiglronA(config-posif-2/1)# aps working 1
BiglronA(config-posift-2/1)# aps authenticate mulvaney
BiglronA(config-posif-2/1)# exit

BiglronB(config)# interface pos 3/1
BiglronB(config-posif-3/1)# aps protect 1 10.0.0.1
BiglronB(config-posif-3/1)# aps authenticate mulvaney
BiglronB(config-posift-3/1)# exit

NOTE: The same authentication string must be configured on both the working and protect interfaces.

Syntax: aps authenticate <string>
Forcing an APS Switchover

You can manually force a protect interface to take over as a working interface by entering the aps force command
on the protect interface. This command is useful when you want to bring down a working interface for
maintenance purposes.

For example:

Biglron(config)# interface pos 3/1
Biglron(config-posif-3/1)# aps protect 1 10.0.0.1
Biglron(config-posift-3/1)# aps force 1
Biglron(config-posif-3/1)# exit

7-40 © 2005 Foundry Networks, Inc. August 2005



Using Packet Over SONET Modules

Syntax: aps force <circuit-number>

The <circuit-number> is a valid POS APS circuit number. In addition, you can specify 0 as the <circuit-number>
(aps force 0) to manually force traffic from the protect interface to the working interface.

The switchover takes place immediately after you enter the command. The aps force command is not saved if
you write the active configuration to memory.

Preventing an APS Switchover

You can prevent a protect interface from taking over from a working interface by using the aps lockout command.
If the working interface malfunctions, no switchover to the protect interface takes place.

To prevent a protect interface from becoming a working interface, enter commands such as the following on the
protect interface:

Biglron(config)# interface pos 3/1
Biglron(config-posif-3/1)# aps protect 1 10.0.0.1
Biglron(config-posif-3/1)# aps lockout
Biglron(config-posif-3/1)# exit

Syntax: aps lockout
Manually Causing an APS Switchover

To manually cause a switchover from a working interface to a protect interface, use the aps manual command.
This command can be used when you want to bring a working interface down for maintenance, or if want to bring
an interface back up without waiting for the WTR (wait-to-restore) interval specified by the aps revert command.

For example, to cause traffic on a working interface to switch over to the protect interface, enter commands such
as the following:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# aps working 1
Biglron(config-posift-2/1)# aps manual 1
Biglron(config-posif-2/1)# exit

Syntax: aps manual <circuit-number>

The <circuit-number> is a valid POS APS circuit number. In addition, you can specify 0 as the <circuit-number>
(aps manual 0) to manually force traffic from the protect interface to the working interface.

Configuring the Wait-To-Restore Interval for a Working Interface

You can configure an interface to automatically revert to being a working interface after it has been available for a
specified amount of time. For example, to cause an interface to switch back to being a working interface 3 minutes
after becoming available, enter commands such as the following:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# aps protect 1
Biglron(config-posift-2/1)# aps revert 3
Biglron(config-posift-2/1)# exit

Syntax: aps revert <minutes>
Setting POS APS Timers

You can configure the interval at which the process controlling the protect interface sends hello packets to the
process controlling the working interface, as well as how long the process controlling the protect interface waits for
a response before declaring the working interface down.

For example, to configure the protect interface process to send hello packets every 3 seconds and wait a
maximum of 6 seconds for a response, enter commands such as the following on the protect interface:

Biglron(config)# interface pos 3/1
Biglron(config-posift-3/1)# aps protect 1 10.0.0.1
Biglron(config-posif-3/1)# aps timers 3 6
Biglron(config-posif-3/1)# exit
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Syntax: aps timers <hello-timer> <response-timer>
The <hello-timer> is the interval between hello packets. The default is 1 second.

The <response-timer> is the amount of time the protect interface process waits for a response from the working
interface process before declaring the working interface down. The default is 3 seconds.

Setting Thresholds for POS APS

A switchover from the working interface to the protect interface can occur due to poor signal quality, bit rate errors,
or link failure. You can set the thresholds for when an APS switchover occurs.

For example, to set thresholds for bit error rate, signal degradation, and signal failure on a POS interface:

Biglron(config)# interface pos 2/1
Biglron(config-posif-2/1)# pos threshold bl-tca 9
Biglron(config-posift-2/1)# pos threshold sd-ber 5
Biglron(config-posif-2/1)# pos threshold sf-ber 5
Biglron(config-posif-2/1)# exit

Syntax: pos threshold <alarm> <threshold>

The <alarm> parameter can be one of the following:

b1-tca B1 bit error rate alarm.
b2-tca B2 bit error rate alarm.
b3-tca B3 bit error rate alarm.
sd-ber Signal degradation alarm.
sf-ber Signal failure alarm.

The <threshold> parameter is the bit error rate from 3 — 9. For all alarms except sf-ber, the default is 6 (10e-6).
For the sf-ber alarm, the default is 3 (10e-3).

Displaying POS APS Information

To display information about a POS APS configuration, use the show aps command. For example:

Biglron# show aps
P0OS2/1 working group 1 channel 1 Enabled Selected

Syntax: show aps

In this example, the output indicates that POS interface 2/1 is the working interface for channel 1 in APS group 1,
and the interface is active. If there is a tilde next to Selected (for example, ~Selected) it means the interface is
not active.

Path Trace (J1 Byte) Field Support

The Path Trace (J1 byte) field in the SONET payload envelope (SPE) transmits a 64-byte, fixed-length string that
the receiving Path Terminating Equipment can use to verify its connection to the device that sent the SPE. In this
release, you can configure the string a POS interface transmits in the Path Trace field. You can also display Path
Trace strings received and configured on the POS interface.

To specify a string to be transmitted in the Path Trace field for POS interface 2/1:

Biglron(config)# interface pos 2/1
Biglron(config-posift-2/1)# pos flag j1 Foundry Biglron

Syntax: [no] pos flag j1 <string>
To clear the user-configured string:

Biglron(config)# interface pos 2/1
Biglron(config-posift-2/1)# no pos flag jl
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Syntax: no pos flag j1

The string can be up to 62 bytes long. If you do not explicitly configure a Path Trace string, the Foundry device
transmits a Path Trace string consisting of a concatenation of the hostname of the device, interface number, and IP
address of the interface.

To display the Path Trace strings configured and received on POS interface 2/1:

Biglron(config)# show interface pos 2/1
POS2/1 is up, line protocol is up
No port name
Hardware is Packet over Sonet
Internet address is 12.1.1.1/24
Peer Internet address is 0.0.0.0
MTU 4470 bytes, encapsulation PPP, clock is internal
Framing is SONET, BW 155000Kbit, CRC 16
Loopback not set, keepalive is set (10 sec), scramble enabled
LCP state is opened, IPCP state is opened
5 minute input rate: 80 bits/sec, 0 packets/sec
5 minute output rate: 184 bits/sec, 0 packets/sec
4444 packets input, 83530 bytes, 0 no buffer
Received 14 CRCs, O shorts, 1 giants, 0 alignments
4373 packets output, 164880 bytes, O underruns
Configured Path Trace String : Foundry_Biglron
Received Path Trace String : fdrycanuread

Syntax: show interface pos <portnum>

The show interface pos <portnum> command displays the configured (as opposed to transmitted) and received
Path Trace strings. When a Path Trace string has been explicitly configured, the configured and transmitted Path
Trace strings are the same. However, when a Path Trace string has not been explicitly configured, the Foundry
device transmits a string that is the concatenation of the hostname, interface number, and the IP address of the
interface. In this case, the configured and transmitted Path Trace strings are different.

XENPAK WAN PHY Transceiver

The XENPAK WAN PHY transceiver enables a 10 Gbps ethernet port to use SONET/SDH for Layer 1 transport
across a WAN transport backbone. The XENPAK WAN PHY transceiver can be directly linked to an OC192
SONET-based port. This allows for the extension of ethernet links across a WAN transport backbone.

The XENPAK WAN PHY transceiver can be set-up for either WAN or LAN mode. The default state is LAN mode.
To determine the mode of an individual transceiver, use the show media command as shown below. XENPAKSs of
the type “10G-LW,” (as shown for port 12/2) are configured for WAN mode. XENPAKSs of the type “10G-LR” (as
shown for ports 12/1) are configured for LAN mode.

Biglron#show media
Port 12/1:10G-LR (XENPAK) 12/2: 10G-LW (XENPAK)

Setting the WAN PHY XENPAK to WAN Mode

The x10g-phy-wan command allows you to change to WAN mode from LAN mode.

EXAMPLE:
If you want to change the mode of a WAN PHY XENPAK to WAN mode, use the following command:

Biglron#interface ethernet 6/3
Biglron#(config-if-e10000-6/3)# x10g-phy-wan

Syntax: x10g-phy-wan
This command changes the mode of a WAN PHY XENPAK to WAN mode.
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Setting WAN PHY Link Fault Signaling

WAN PHY link fault signaling can be enabled for 10 Gbps ethernet and SONET using the link-fault-signaling
command as described in the following.

EXAMPLE:
Use the following command to enable link fault signaling for 10 Gbps ethernet and SONET:

Biglron#interface ethernet 6/3
Biglron#(config-if-e10000-6/3)# link-fault-signaling sonet

Syntax: link-fault-signaling <sonet>
This command enables 802.3ae link fault signaling for 10 Gbps ethernet.

sonet enables link fault signaling for 10 Gbps ethernet and SONET.
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Chapter 8
Using Asynchronous Transfer Mode Modules

This chapter describes the Foundry Asynchronous Transfer Mode (ATM) modules and how to configure and
manage them.

Overview

Foundry supports the following types of ATM modules. You can use the modules in a Netlron Internet Backbone
router chassis or a Biglron chassis running Layer 3 Switch software:

*  Model B2N155 — Contains two OC-3 ports providing 155 Mbps each.
*  Model B4N155 — Contains four OC-3 ports providing 155 Mbps each.

NOTE: You can use the ATM modules only in a device running Layer 3 Switch software and using a
Management 2 module or higher.

Figure 8.1 shows the front panel of a B2N155 ATM module.

Figure 8.1 ATM Module

. Link  Alarm 1 Link  Alarm 2
© 25, I 25, HE
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Foundry’s implementation of ATM is based on RFC 2684, which describes how to encapsulate multi-protocol data
over ATM Adaptation Layer 5 (AAL5). Foundry’s implementation supports encapsulation of IP over ATM, using the
Logical Link Control (LLC) method described in RFC 2684. Foundry’s implementation also supports User-
Network Interface (UNI) version 3.1.

Foundry’s implementation supports fragmentation. Foundry ATM PVCs support Maximum Transmission Unit
(MTU) sizes from 1500 — 9180 bytes, in accordance with RFC 1626, “Default IP MTU for use over ATM AAL5”.
The default MTU is 4470 bytes. ATM fragments packets above 1500 bytes of payload. Each fragment except the
first and last has a payload length of 1440 bytes with an extra 20-byte IP header.

NOTE: The MTUs on both sides of an ATM PVC must match.

NOTE: The Foundry implementation does not support virtual channel (VC) MUXing or ATM encapsulation of
non-IP protocols such as AppleTalk or IPX.
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Foundry ATM Interface Specifications
Table 8.1 lists the fiber specifications for Foundry ATM interfaces.

Table 8.1: ATM Fiber Specifications

Transceiver Power Launch Transmit Power Receive Maximum
Budget | Window Power Distance

OC-3c interfaces

Single-mode short-reach 13 dB 1270 to -28 to -8 dBm -31t0-8dBm | 9.75 miles
1380 nm (15 Km)

Single-mode intermediate-reach 29 dB 1280 to -5to 0 dBm -34t0 -8 dBm | 26 miles
1335 nm (40 Km)

Multimode 11.5dB | 1270 to -18 to -14 dBm -30to -14 1.3 miles
1380 nm dBm (2 Km)

Virtual Channel (VC) Support

Foundry ATM modules provide ATM interfaces with other ATM devices through virtual channels (VCs). AVC is a
dedicated circuit between the two end points of an ATM connection. A VC consists of a virtual path ID (VPI) and a
virtual channel ID (VCI). Each VC must be unique for a given ATM port, but you can use the same VC

(combination of VPI and VCI) on other ATM ports on the same module or in the same chassis. Figure 8.2 shows

an example of a VC.

Figure 8.2 Example of a VC

VPIO

Each VPI contains multiple VCls.

A VC consists of a VPI and VCI.

When you configure an ATM port, you configure VCs within sub-interfaces on the ATM port. Each sub-interface is
a separate point-to-point or point-to-multipoint router interface. You can run IP, RIP, OSPF, 1S-IS, and BGP4 over

the sub-interfaces.

NOTE: The current release does not support point-to-multipoint links or Non-Broadcast Multi-Access (NBMA).

Figure 8.3 shows the configuration layers on a Foundry ATM port.
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Figure 8.3 Configuration hierarchy for ATM interfaces

ATM
Port
Sub-if 1 Sub-if 1
VPI 0, VCI 100
Sub-if 2
Sub-if 3
Each ATM port has multiple
sub-interfaces.
Sub-if You can configure one
4095 VC (VPI plus VCI) on
each sub-interface.

As shown in Figure 8.3, the following hierarchy applies to configuration of ATM interfaces on a Foundry device:

Each chassis can contain multiple ATM modules.
Each ATM module has two or four ATM ports.

Each ATM port has multiple sub-interfaces.

Each sub-interface has one VC (one VPI, VCI pair).

Each sub-interface has one IP interface, associated with one VC on the port.

Table 8.2 lists the default maximum number of VCs and related parameters you can configure.

Table 8.2: ATM Interface Parameters — Maximums

Parameter Maximum

sub-interface up to 4095 per port, with a per
chassis maximum of 4095

VPI 4 per port

VCI 1024 per VPI

IP sub-net address 1 per sub-interface; thus up to

4095 per port, with a per chassis
maximum of 4095

ATM router interface 1 per sub-interface; thus up to
4095 per port, with a per chassis

maximum of 40952

a.An ATM router interface is a completely configured interface
including the VC information, Class of Service (CoS)
information, and IP sub-net address.

You can change the maximum number of VCs per VP if needed. See “Changing the Number of Virtual Channels
(VCs) per Virtual Path (VP)” on page 8-10.
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Class of Service (CoS) Support

When you configure a VC on a Foundry ATM port, you also specify the Class of Service (CoS) for the VC. The
ATM CoS specifies how the ATM device classifies and prioritizes outbound traffic on the device. Each CoS type is
designed to provide optimal service to a specific type of traffic (voice, data, streaming media, and so on).

ATM provides the following types of CoS:

* Constant Bit Rate (CBR)

*  Variable Bit Rate (VBR)

*  Unspecified Bit Rate (UBR)

*  Available Bit Rate (ABR)

You configure CoS on an individual basis for each VC. Thus, each VC has its own CoS settings.

Foundry ATM modules support CBR, VBR, and UBR. These CoS methods are described in the following
sections. ABR is not supported and thus is not described.

CBR

CBR is the highest-priority service you can configure. CBR provides a steady, unchanging amount of bandwidth
to the VC. CBR is especially suitable for voice-over-IP and other traffic that requires steady, guaranteed
throughput.

When you configure CBR, you specify the Peak Cell Rate (PCR). The PCR is the maximum number of bits of data
(in kilobits per second) the device sends on the VC each second. The device allocates the corresponding fraction
of the available cells per second to the PVC.

If the PVC does not have enough traffic to use its allocated bandwidth, the device sends null cells in the interface
to maintain the CBR.

For CBR, the PCR is also the constant data rate since the port sends all the data at the PCR.
VBR

VBR is the second-highest priority service you can configure. VBR provides bandwidth only as needed up to a
specified maximum rate, and can provide throughput in excess of the specified rate for short periods of time to
accommodate bursts of heavy traffic. VBR is especially suitable for LANs and other environments that have a lot
of “bursty” data traffic. “Bursty” traffic is traffic that typically consists of short bursts of irregular duration and byte
count. LAN traffic tends to be bursty because the traffic consists mainly of data files of various sizes sent at
various times.

VBR also is well suited for compressed video and audio traffic, which is bursty in a cyclic way. This type of traffic
consists of bursts with regular intervals in between. End stations buffer traffic from the bursts to present a
constant stream of video or audio to the end user.

NOTE: Real-time VBR is not supported.

When you configure VBR, you specify the PCR as well as the Sustained Cell Rate (SCR), and Maximum Burst
Size (MBS). The PCR is described in the previous section. The SCR is the average data rate for the VC
(expressed in bits per second), during normal traffic loads. The MBS is the maximum number of bits over the SCR
that the device can send on the VC before exceeding the limitations of the VBR definition for the VC.

When the PVC starts, it transmits cells at the PCR until the PVC has sent MB cells at the PCR. Once the MB is

reached, the PVC transmission rate is limited to the SCR. However, when the PVC is not transmitting at PCR, and
has an opportunity to transmit a cell but does not use it because there is no traffic, the PCR burst size is allowed to
recover, up to the configured MBS. Thus, VBR supports bursts within the shared bandwidth resources of the port.

UBR

UBR is the lowest-priority service you can configure. UBR does not have any traffic parameters. Thus, you do not
specify the bandwidth for the PVC. Instead, when you enable a PVC for UBR, the PVC uses the cells that are left
over after CBR or VBR has used the cells they need. Otherwise, the only limit to UBR is the total bandwidth of the

8-4 © 2005 Foundry Networks, Inc. August 2005



Using Asynchronous Transfer Mode Modules

port. If a port has multiple PVCs that are configured for UBR, the PVCs divide the available bandwidth evenly
among themselves.

NOTE: In software release 07.6.01, a PVC configured for UBR makes its unused bandwidth available to other
PVCs configured for UBR. In earlier releases, unused bandwidth on a PVC configured for UBR is not available to
other PVCs.

Access Control List Support
You can apply IP ACLs to an ATM sub-interface.

NOTE: Filters configured using the ip access-policy command are not supported. To filter traffic on an ATM
sub-interface, use ACLs.

Installing an ATM Module

To install an ATM module, perform the following tasks:
*  Configure the chassis slot to receive the module.

¢ Insert the module.

Configuring the Chassis to Receive the Module

When you plan to insert a module into a chassis slot, you first must configure the slot to receive the module unless
the slot already contains the same type of module.

NOTE: If you are swapping out another module, you must disable the module before removing it from the
Chassis device. See “Removing the Old Module” on page 2-39.

USING THE CLI
To prepare slot 1 to receive a 2-port ATM module, enter the following commands at the global CONFIG level:

Biglron(config)# module 1 bi-atm-2-port-155m-module
Biglron(config)# write memory

Syntax: module <slot-num> <module-type>

The <slot-num> parameter specifies the chassis slot:

*  Slots on a four-slot chassis are numbered 1 — 4, from top to bottom.

*  Slots on an eight-slot chassis are numbered 1 — 8, from left to right.

e  Slots on an fifteen-slot chassis are numbered 1 — 15, from left to right.

In the current software release, the <module-type> for an ATM module can be one of the following:
e  bi-atm-2-port-155m-module

e  bi-atm-4-port-155m-module

Upgrading ATM Software from a TFTP Server

The ATM modules contain their own flash memory from which they can boot. To upgrade the flash code (system
software) on an ATM module, copy the upgrade onto a TFTP server to which the Layer 3 Switch has access, then
download the code from the TFTP server to the ATM modules in the chassis.
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By default, the flash code on all the ATM modules in the chassis is upgraded. If you want to upgrade only a
particular module, you can specify the module’s slot number.

To upgrade the ATM software, use the following CLI methods.

Upgrading the Boot Code

To upgrade the ATM boot code from a TFTP server, enter a command such as the following:
Biglron# atm copy tftp flash 109.157.22.26 P2B06000.bin boot
This command upgrades the boot code on all ATM modules in the chassis.

Syntax: atm copy tftp flash <ip-addr> <image-file-name> boot

Upgrading the Flash Code

To upgrade the software in the primary flash on all ATM modules in a Biglron Chassis device, enter the following
command at the Privileged EXEC level of the CLI:

Biglron# atm copy tftp flash 109.157.22.26 A2R07205.bin primary
Syntax: atm copy tftp flash <tftp-server-ip-addr> <atm-image-file-name> primary | secondary [<slot>]

The primary and secondary parameters identify either the primary or secondary flash on the module. For each
command, the parameter specifies the destination of the copy operation.

The slot parameter specifies a chassis slot. This parameter is optional. If you specify a slot number, the upgrade
affects only the module in the slot you specify. If you do not specify a slot, the upgrade affects all the ATM modules
in the chassis.

e Slots in a four-slot chassis are numbered 1 — 4, from top to bottom.
*  Slots in an eight-slot chassis are numbered 1 — 8, from left to right.
* Slots in an fifteen-slot chassis are numbered 1 — 15, from left to right.

To upgrade the software on the secondary flash on the ATM module in chassis slot 6 only, enter the following
command:

Biglron# atm copy tftp flash 109.157.22.26 A2R07205.bin secondary 6

To verify that the download is successful, display the contents of the ATM flash modules by entering the following
command at any CLI prompt:

Biglron# show flash

The versions of flash code contained in the redundant management module flash and the ATM module flash are
listed.

Configuring ATM Boot Parameters

The ATM module has its own system software and boots after the management module boots. By default, an ATM
module boots from the software image in its own primary flash. You can configure an ATM module to boot from
one of the following sources:

e ATM module’s primary flash
e ATM module’s secondary flash

To boot an ATM module from a TFTP server, you must use the interactive boot mode, then enter the atm boot
tftp... command after the module comes up.

Changing the Boot Source

To change the boot source for the ATM module, use either of the following methods.
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USING THE CLI

To change the boot source from the ATM module’s primary flash to its secondary flash, enter the following
commands:

Biglron(config)# atm boot secondary
Biglron(config)# write memory

Syntax: atm boot interactive | primary | secondary
The primary and secondary parameters identify either the primary or secondary flash on the ATM module.

The interactive parameter enables you to enter a separate command after the module comes up to boot the
module from a TFTP server. If you use this method, you also need to use the atm boot tftp... command to boot
the module after the module comes up. See the following section.

Booting the Module from TFTP

To boot the ATM module from a TFTP server, you must use the interactive boot method, then use the following
method to load the software after the module comes up.

To boot the ATM module from a TFTP server, enter a command such as the following at the Privileged EXEC level
of the CLI:

Biglron# atm boot tftp 209.157.22.26 A2R07205.bin
Syntax: atm boot tftp <tftp-server-ip-addr> <atm-image-file-name>
The <tftp-server-ip-addr> parameter specifies the IP address of the TFTP server.

The <atm-image-file-name> parameter lists the name of the image file you want the module to boot from the TFTP
server.

Reloading an Individual ATM Module

You can reload (boot) the software on an individual ATM module, without also reloading the management module.
To reload an ATM module, enter a command such as the following at the Privileged EXEC level of the CLI:

Biglron# reload atm 2

This command reloads the ATM module in slot 2. Messages are displayed in the CLI to show the status of the
reload. The management module is not also reloaded and thus continues to operate while the ATM module is
being reloaded.

Syntax: reload atm <slotnum>

Copying an ATM Image File from a Flash Card to an ATM Module’s Flash
Memory

To copy an ATM image file from a flash card to an ATM module’s flash memory, use the following method.
USING THE CLI

To copy an ATM image file from a flash card onto all the ATM modules in the chassis, enter a command such as
the following:

Biglron# atm copy slotl flash A2R07205.bin primary
Syntax: atm copy slot1 | slot2 flash <atm-image-file-name> primary | secondary [slot]

The command in this example copies an ATM image file named A2R07205.bin from the flash card in slot 1 to all
the ATM modules in the chassis.

To copy an ATM image file from a flash card onto a specific ATM module, enter a command such as the following:
Biglron# atm copy slotl A2R07205.bin flash primary 4

The command in this example copies the specified image file onto the ATM module in chassis slot 4 only, but does
not copy the file to other ATM modules in the chassis.
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The following command copies an ATM image file from a TFTP server to flash memory.

Syntax: atm copy tftp flash <ip-addr> <atm-image-file-name> primary | secondary [slot]

Configuring ATM Interfaces

You can configure an ATM interface at the physical port level or the sub-interface level. Table 8.3 lists the

parameters you can configure at each level.

Table 8.3: ATM Port and Sub-Interface Parameters

Parameter Description Default See page...
Physical port parameters 8-10
Maximum The maximum number of VCs each VP on the port 4 VPs 8-10
number of VCs can have.
per VP 1024 VCs on each VP
Port state Whether the port is enabled or disabled. Enabled 8-11
Loopback path The extent to which the Foundry device sends ATM Loopback testing is 8-12

cells when testing the circuitry of a port. You can disabled by default.

specify one of the following loopback paths: Loopback is enabled

e  The port circuitry alone when you specify a

e The port circuitry and the circuitry of the port at loopback path.

the other end of the link

Loopback is disabled by default and must be off to

use the port for normal traffic.
Clock source The source the port uses for timing functions. An Internal 8-12

ATM port can use one of the following clock sources:

e Internal — The port’s uses the clock located within
it’s its own circuitry.

e Line — The port uses an external source located
on another device somewhere on the network.
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Table 8.3: ATM Port and Sub-Interface Parameters (Continued)

Parameter Description Default See page...
SONET The port can scramble long sequences of zeros or Enabled 8-12
scramble mode | ones at the SONET level to provide security and clock
recovery. The SONET scramble mode can be set to
one of the following states:
e Disabled
e Enabled
ATM scramble The port can scramble long sequences of zeros or Enabled 8-13
mode ones at the ATM level. The ATM scramble mode can
be set to one of the following states:
e Disabled
e Enabled
Cyclic The port can add a CRC to the header checksum for Enabled 8-13
Redundancy each ATM cell. The CRC mode can be set to one of
Check (CRC)for | the following states:
ATM header .
checksums * Disabled
¢ Enabled
Sub-interface parameters 8-15
Link type Whether the port is for a point-to-point interface or a Point-to-point 8-15
point-to-multipoint interface.
Note: On a point-to-multipoint interface, you can use
Inverse ARP for address resolution.
Permanent A PVC is a user-configured dedicated circuit used by | No PVCs configured 8-18
Virtual Circuit a specific IP interface over the ATM port. A PVC
(PVC) consists of the following:
e Virtual Path Identifier (VPI) — A number that
identifies a virtual path.
e Virtual Channel Identifier (VCI) — A number that
identifies a virtual channel within the virtual path.
The CoS is a policy the Foundry device uses for
sending outbound traffic on the interface. You can
. configure the following types of CoS for ATM:
Class of Service
(CoS) e Constant Bit Rate (CBR) — The device always
sends outbound traffic on the PVC at the same
rate.
e  Variable Bit Rate (VBR) — The device
accommodates bursty traffic by temporarily
allowing the PVC to send traffic at a higher rate
than the rate specified for the PVC’s normal
operation.
e Unspecified Bit Rate (UBR) — The device uses
bandwidth as it becomes available.
Note: Foundry does not support ABR.
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Table 8.3: ATM Port and Sub-Interface Parameters (Continued)

Parameter Description Default See page...

MTU The MTU is the maximum packet size supported on a | 4470 bytes 8-18
PVC. You can configure the MTU to a value from
1500 — 9180 bytes.

IP address An IP sub-net interface. You can configure one IP None configured 8-19
address on a PVC.

IP ACL A standard or extended IP ACL. None configured 8-20

Route parameters 8-20

static IP route None configured 8-20

Configuring Port Parameters
Use the following procedures to configure the ATM port parameters listed in Table 8.3 on page 8-8.

NOTE: The defaults for the ATM port parameters are appropriate for most configurations. Unless you are sure
you need to change a port parameter, go to “Configuring Sub-Interface Parameters”.

Changing the Number of Virtual Channels (VCs) per Virtual Path (VP)

By default, an ATM port can have up to four VPs and each VP can have up to 1024 VCs. In previous releases, the
maximum number of VCs allowed in a VP is not configurable. Software release 07.5.00 enables you to change,
on an individual port basis, the maximum number of VCs allowed in a VP to one of the following values:

e 4096

e 2048

* 1024 (the default)
e 256

When you change the maximum number of VCs a VP can have, the maximum number of VPs the port can have
also is changed.

Maximum Number of VCs per Maximum Number of VPs
VP

4096 1

2048 2

1024 4

256 16

NOTE: The total number of VCs an ATM port can have is still 4096.
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NOTE: When you change the maximum number of VCs per VP, the software deletes all configured PVCs from
the port.

To change the maximum number of VCs per VP, enter commands such as the following:

Biglron(config)# interface atm 3/1

Biglron(config-atmif-3/1)# atm vc-per-vp 256

Changing the number of VCs per VP will remove all current PVCs configured on this
atm port.

Do you want to continue?(enter “y" or "n"):

These commands change the CLI to the configuration level for ATM port 3/1, and change the maximum number of
VCs per VP to 256. The software asks you to verify that you want to make the change, since all PVCs already
configured on the port will be removed.

Syntax: [no] atm vc-per-vp 256 | 1024 | 2048 | 4096

NOTE: In earlier versions of the software, supported configurable number of VCs per VP is; 16, 1024, 2048, and
4096.

To display how many VCs a VP can have on a port, enter a command such as the following:

Biglron(config)# show interface atm 3/1

No port name
Hardware is ATM
Encapsulation llcsnap, clock is internal
Framing is SONET, BW 155000Kbit
Loopback not set, keepalive not set, scramble enabled
Each virtual path contains 4096 virtual channels
300 second input rate: 0 bits/sec, 0 packets/sec
300 second output rate: 0 bits/sec, 0 packets/sec
0 packets input, 0 bytes, 0 no buffer
Received 0 CRCs, 0 shorts, O giants, 0 alignments
0 packets output, O bytes, 0 underruns

The line shown in bold type indicates how many VCs each VP on the port can have.

Changing the Interface State

The ATM interfaces are enabled by default. To disable or re-enable an interface, use the following method.
USING THE CLI

To disable ATM interface 4/1, enter the following commands:

Biglron(config)# interface atm 4/1
Biglron(config-atmif-4/1)# disable

Syntax: [no] disable
To re-enable ATM interface 4/1, enter the following commands:

Biglron(config)# interface atm 4/1
Biglron(config-atmif-4/1)# enable

Syntax: [no] enable
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Changing the Loopback Path
Foundry ATM interfaces can use the following loopback configurations for self tests:

e Disabled — The port is not in loopback mode. Loopback must be disabled to use the port for normal traffic.
This is the default.

e Internal — Packets that the router transmits on the interface are looped back to the interface’s ATM framer.
The internal loopback configuration is useful for checking the ATM circuitry.

* Line —The interface’s transmit and receive fibers are logically linked so that packets received on the receive
fiber are sent back out on the transmit fiber. Use this mode on the ATM interfaces on both ends of a link to
test the interfaces along with the link.

NOTE: Loopback must be disabled if you want to use the port for normal traffic. Do not specify a loopback
source (which automatically enables loopback) unless you are testing the interface.

USING THE CLI
To configure ATM interface 4/1 for internal loopback, enter the following commands:

Biglron(config)# interface atm 4/1
Biglron(config-atmif-4/1)# loop internal

Syntax: [no] loop internal | line

The internal and line parameters specify the path for the loopback. The internal parameter loops packets
transmitted on the interface back to the framer. The line parameter loops packets that are received on the receive
fiber of the port back out on the transmit fiber.

To disable loopback again so you can use the port for normal traffic, enter a command such as the following:
Biglron(config-atmif-4/1)# no loop internal
Changing the Clock Source

By default, Foundry ATM interfaces use clock information from the ATM port itself as the clocking source. You can
change the clock source to “line”, in which case the port receives its clock information from the network.

If you are connecting two Foundry ATM modules back-to-back or the ATM interfaces are connected by a fiber link
that has no clocking information on it, use the internal clock source. Otherwise, use the network (line) as the
source.

To change the clock source, use the following method.
USING THE CLI
To change the clock source for ATM interface 4/1 to line (the network), enter the following commands:

Biglron(config)# interface atm 4/1
Biglron(config-atmif-4/1)# clock line

Syntax: [no] clock internal | line

The internal and line parameters specify whether the clock source is on the ATM module (internal) or on the
network (line). The default is internal.

Disabling or Re-Enabling SONET Scramble Mode

By default, Foundry devices perform bit scrambling at the SONET level. Scrambling helps ensure that long strings
of zeros or ones are converted into more random-appearing bit sequences. This is useful for ensuring clock
recovery and security. Most ATM links have this feature enabled, so the default is appropriate for most ATM
networks. The setting of the SONET scramble mode affects both send and receive traffic on the port.

To disable or re-enable the SONET scramble mode, use the following method.
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USING THE CLI

To disable the SONET scramble mode for ATM interface 4/1, enter the following commands:

Biglron(config)# interface atm 4/1
Biglron(config-atmif-4/1)# no sonet-scram

Syntax: [no] sonet-scram

To re-enable the feature, enter the following command:
Biglron(config-atmif-4/1)# sonet-scram
Disabling or Re-Enabling ATM Scramble Mode

By default, Foundry ATM ports perform bit scrambling at the ATM cell level. Most ATM scramble mode affects both
send and receive traffic on the port.

To disable or re-enable the ATM scramble mode, use the following method.
USING THE CLI
To disable the ATM scramble mode for ATM interface 4/1, enter the following commands:

Biglron(config)# interface atm 4/1
Biglron(config-atmif-4/1)# no atm-scram

Syntax: [no] atm-scram

To re-enable the feature, enter the following command:

Biglron(config-atmif-4/1)# atm-scram

Disabling or Re-Enabling the Cyclic Redundancy Check for ATM Header Checksums

By default, Foundry ATM ports add a CRC for the header checksum in an ATM cell. Some ATM switches add the
CRC by default while others do not. Check the documentation for your ATM switch to determine the setting for
your switch. The setting of the CRC mode affects both send and receive traffic on the port.

To disable or re-enable the CRC for header checksums, use the following method.
USING THE CLI
To disable the CRC for ATM interface 4/1, enter the following commands:

Biglron(config)# interface atm 4/1
Biglron(config-atmif-4/1)# no atm-hcsadd

Syntax: [no] atm-hcsadd
To re-enable the feature, enter the following command:

Biglron(config-atmif-4/1)# atm-hcsadd
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Using the Web Management Interface to Configure an ATM Port

To configure an ATM port or view its current settings, select Configure->Port->ATM from the tree view of options.

The following panel is displayed.

ATM Port Configuration

Scramble-

ATM
1550008 4470 [Internal None [Enable SONET 32
155000 |SNAP 4470 |Internal None [Enable SONET |32 _..J.Mbdiw.
155000 |SNAP 4470 [Internal None [Enable SONET 32
155000 |SNAP 4470 |Internal None [Enable SONET |32 —-.J.Mbdiw.
0 SNAP 4470 Internal none Disable |SONET |32
4270 [Internal none |Disable SONET |32 M

Scramble-

ATM

[Home][Site Map][Logout][Save][Frame EnableDisable][ TELNET]
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To modify settings for a port, click Modify next to the row of information for the port. The following panel is
displayed.

PVC Port

Port:15/1.3

Name: ‘I

} Status:|l" Disable & Enable

| @ 155000 ¢ 622000 © 2488000
|Encapsulation: & SNAP

| Mitu: [4470

| Clock: @ Internal © Line

|

|

|

|

|

Speed:

Loop Back: | ¢ Line © Internal © None
CRC:|® 32¢C 16
Framing: ¢ SONET ¢ SDH
Scramble PVC: | © Digable @ Enable
Keep A]ive:||0

Apply | Reset |
[Show]

[Home][Site Map][Logout][Save][Frame EnableDisable][ TELNET]

For information about the parameters, see the equivalent CLI sections above.

Configuring Sub-Interface Parameters

The following sections describe how to configure a point-multipoint interface, PVC and CoS parameters, and IP
addresses. You must configure PVC, CoS, and IP address parameters to use an ATM interface to send and
receive traffic. The default link type is point-to-point.

Specifying the Link Type

When you configure an ATM sub-interface, you can create a point-to-point sub-interface or a point-to-multipoint
sub-interface.

e Point-to-point — The sub-interface contains one PVC, and thus represents a point-to-point link between one
local IP interface (associated with the sub-interface) and one remote IP interface. This is the only type of ATM
sub-interface supported in previous releases.

NOTE: |If you plan to use a point-to-point link, you can skip the rest of this section. The CLI creates a point-
to-point link by default when you enter the interface atm <slot>/<port>.<subif> command without also
specifying a link type.

*  Point-to-multipoint — The sub-interface contains multiple PVCs. Each PVC uses the same local IP interface
(the one associated with the sub-interface) but has a unique remote IP interface. Support for this type of ATM
sub-interface is new in software release 07.5.00.

When you configure a PVC on a point-to-multipoint sub-interface, you must specify the source of the remote IP
address of the PVC. You can specify the address explicitly or enable the Layer 3 Switch to dynamically obtain the
address using Inverse ARP.

August 2005 © 2005 Foundry Networks, Inc. 8-15



Foundry Switch and Router Installation and Basic Configuration Guide

Inverse ARP

When a point-to-multipoint sub-interface comes up, the software sends an Inverse ARP request on each PVC
enabled for Inverse ARP. The software maps the IP address received in an Inverse ARP reply to the PVC on
which the reply was received.

The software regularly updates the remote IP addresses mapped to PVCs by sending a new Inverse ARP at
regular intervals. By default, the software sends an Inverse ARP request every 10 minutes. If the device does not
receive a response, the software retries once a minute indefinitely until a reply is received. You can change the
Inverse ARP interval to a value from 1 — 60 minutes.

The Foundry implementation of Inverse ARP is based on the following RFCs:
e RFC 1293 - Inverse Address Resolution Protocol
e RFC 2225 - Classical IP and ARP over ATM

Configuring a Point-To-Multipoint Sub-Interface
To configure a point-to-multipoint ATM interface, enter commands such as the following:

Biglron(config)# interface atm 4/1.1 multipoint
Biglron(config-subif-4/1_1)# atm pvc 1 1 cbr 10000 ip inarp
Biglron(config-subif-4/1_1)# atm pvc 1 2 cbr 20000 ip inarp
Biglron(config-subif-4/1.1)# atm pvc 1 3 cbr 25000 ip inarp
Biglron(config-subif-4/1.1)# ip address 10.10.10.4

The first command configures a point-to-multipoint ATM interface. The remaining commands configure PVCs on
the interface. In this example, all three PVCs use Inverse ARP to resolve the remote IP addresses.

Syntax: [no] interface atm <slot>/<port>.<subif> [multipoint | point-to-point]

Syntax: [no] atm pvc <vpi>< vci> cbr | ubr | vbrip <remote-ip-addr> | inarp [<mins>]
The multipoint | point-to-point parameter specifies the type of ATM interface.

*  multipoint — The sub-interface can have more than one PVC.

*  point-to-point — The sub-interface can have only one PVC. This is this default.

NOTE: Once you create the sub-interface, you cannot change the interface type.

The ip <remote-ip-addr> | inarp <mins> parameter specifies how the PVC’s remote IP address is obtained.
e <remote-ip-addr> — The address is obtained statically, when you specify the address using this parameter.

e inarp [<mins>] — The address is obtained dynamically using Inverse ARP. The <mins> parameter specifies
how often the software sends a new Inverse ARP to refresh the remote IP address mapped to the PVC. You
can specify from 1 — 60 minutes. The default is 10 minutes.

You must specify an IP address or inarp. There is no default.

The other parameters are supported in previous releases as well as the current release. See the “Using
Asynchronous Transfer Mode Modules” chapter of Foundry Switch and Router Installation and Basic Configuration
Guide.

To configure a point-to-multipoint interface with PVCs that use remote IP address that you specify, enter
commands such as the following:

Biglron(config)# interface atm 4/1.1 multipoint
Biglron(config-subif-4/1.1)# atm pvc 1 1 ubr ip 10.10.10.1
Biglron(config-subif-4/1_1)# atm pvc 1 2 ubr ip 10.10.10.2
Biglron(config-subif-4/1_.1)# atm pvc 1 3 ubr ip 10.10.10.3
Biglron(config-subif-4/1_.1)# ip address 10.10.10.4
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Displaying the Point-To-Multipoint Mappings
To display the point-to-multipoint mappings, enter the following command:

Biglron(config)# show atm map

IP Address vVCl - VPI Type Age Port
1 10.1.1.1 0] - 202 Static None 4/2
2 10.1.1.2 0] - 204 Static None 4/2
3 10.1.1.3 0] - 205 Static None 4/2

Syntax: show atm map

This command shows the following information.

Table 8.4: CLI Display of ATM Point-To-Multipoint Mappings

This Field...

Displays...

Entry number

The number of this entry (row) in the mapping table.

IP Address The remote IP address mapped to this PVC.
VCI - VPI The VCI and VPI of the PVC.
Type The type of mapping, which can be one of the following:
e Dynamic — The mapping was created using an address received
through Inverse ARP.
e  Static — The mapping was created using an IP address that you
specified when you configured the PVC.
Age The number of minutes since the last time a dynamic mapping was
refreshed. For static mappings, the field value is “None”.
Port The port on which the PVC is configured.

Clearing the Dynamically Learned Point-To-Multipoint Mappings
To clear the learned point-to-multipoint mappings and refresh the interfaces that use Inverse ARP, enter the

following command:
Biglron# clear atm map

Syntax: clear atm map

This command does not affect statically configured mappings.

Displaying Diagnostic Information

To display diagnostic information for ATM Inverse ARP, enter the following command at the Privileged EXEC level

of the CLI:

Biglron# debug atm multipoint
ATM_MULTIPOINT: INARP ATM length = 20
ATM_MULTIPOINT: Tx INATMARP Request packet:

source ip 1.1.1.2
target ip 0.0.0.0

inatmarp_pkt->src_atm_number_tl.length 0
inatmarp_pkt->src_atm_subaddress_tl_length 0
inatmarp_pkt->target_atm_number_tl_length O
inatmarp_pkt->target_atm_subaddress_tl_length O
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Biglron Router#ATM_MULTIPOINT: INARP ATM length = 20
ATM_MULTIPOINT: Rx INATMARP packet:
source ip 1.1.1.1
target ip 1.1.1.2
inatmarp_pkt->src_atm_number_tl_length O
inatmarp_pkt->src_atm_subaddress_tl_length O
inatmarp_pkt->target_atm_number_tl_length O
inatmarp_pkt->target_atm_subaddress_tl.length 0O

Syntax: debug atm multipoint

Note Regarding Static Route Support

You cannot configure an IP static route on an ATM point-to-multipoint interface. If you accidently try to configure
such an interface, the CLI displays an error message, as shown in the following example:

Biglron(config)# ip route 5.5.5.5/24 atm 2/1.1
Error - static interface routing not allowed on atm multipoint subinterfaces

Configuring PVC Parameters

To configure a PVC, change the CLI to the configuration level for a sub-interface on an ATM port, then specify the
following:

e The VPl and VCI

e The CoS type and the values for the applicable CoS parameters

Configure the parameters to match the VC and CoS settings on the ATM switch at the other end of the link.
The following sections describe how to perform these configuration tasks.

USING THE CLI

To configure a PVC and specify CoS parameters for the PVC, first enter a command such as the following to
change the CLI to the ATM sub-interface configuration level:

Biglron(config)# interface atm 4/1.1
Biglron(config-subif-4/1_1)#

The command in this example changes the CLI to the configuration level for sub-interface 1 on port 1 of the ATM
module in chassis slot 4. The CLI prompt changes to indicate the configuration level.

Syntax: interface atm <slot>/<port>.<subif>

The <slot>/<port> parameter specifies the chassis slot and the port number on the ATM module in the specified
slot. The <subif> parameter specifies a sub-interface on the ATM port. You can configure up to 4095 sub-
interfaces on an ATM port, with a per chassis maximum of 4095 total. Specify a number from 1 — 4095 for the sub-
interface.

After changing to the configuration level for a sub-interface, enter a command such as the following:
Biglron(config-subif-4/1.1)# atm pvc 1 200 cbr 10000

This command adds a PVC with virtual path 1 and virtual channel 200, and configures CoS parameters for CBR.
The cbr parameter indicates that the CoS method is CBR. The value following cbr indicates the Peak Cell Rate
(PCR), in this case 10,000 kilobits per second (10 Mbps).

The following command configures a PVC for VBR:
Biglron(config-subif-4/1.1)# atm pvc 1 300 vbr 10000 5000 200

This example specifies that the maximum data rate on ATM VC 1, 300 is 10000 kilobits, while the average data
rate is 5000 kilobits. The VC can accommodate a maximum burst size of 200 cells.

Syntax: [no] atm pvc <vpi> <vci> cbr <pcr>
or

Syntax: [no] atm pvc <vpi> <vci> vbr <pcr> <scr> <mbs>
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or
Syntax: [no] atm pvc <vpi> <vci> ubr

The pve <vpi> <vci> parameter specifies the virtual path and virtual channel of the PVC. Each PVC has a unique
combination of virtual path and virtual channel. You can specify a number from 0 — 3 for the VPI. You can specify
a number from 0 — 1023 for the VCI. You can use a given VPI and VCI combination only once on a given ATM
port. However, you can use the same combination on other ATM ports on the same module or in the same
chassis.

The cbr <pcr> parameter specifies CBR as the CoS method and specifies the PCR. The <pcr> can be from 1 —
155000 kilobits.

The vbr <pcr> <scr> <mbs> parameter specifies VBR as the CoS method, and specifies the PCR, Sustained Cell
Rate (SCR), and Maximum Burst Size (MBS).

e The <pcr> can be from 1 — 155000 kilobits.
e The <scr> can be from 1 — 155000 kilobits.

e  The <mbs> can be from 2 — 255.

NOTE: The <scr> value must be at least one less than the <pcr> value.

The ubr parameter specifies UBR as the CoS method.

NOTE: In software release 07.6.01, a PVC configured for UBR makes its unused bandwidth available to other
PVCs configured for UBR. In earlier releases, unused bandwidth on a PVC configured for UBR is not available to
other PVCs.

NOTE: The CLI checks the values you enter for the <pcr> and <scr> parameters to make sure that the combined
cell rates on all the PVCs configured on the port do not exceed the bandwidth of the port.

NOTE: ABR is not supported and no support is planned.

Changing the MTU

The MTU specifies the maximum packet size supported on the PVC. The default MTU is 4470. You can configure
the MTU to a value from 1500 — 9180. ATM fragments packets above 1500 bytes of payload. Each fragment
except the first and last has a payload length of 1440 bytes with an extra 20-byte IP header.

NOTE: The MTU on both sides of an ATM PVC must match.

USING THE CLI
To change the MTU on ATM sub-interface 4/1.1, enter the following commands:

Biglron(config)# interface atm 4/1.1
Biglron(config-atmif-4/1.1)# mtu 9180

Syntax: [no] mtu <num>

The <num> parameter specifies the MTU and can be a value from 1500 — 9180. The default is 4470.
Configuring an IP Address

You can add one IP address to a PVC.

USING THE CLI

To configure an IP address on an ATM interface, enter a command such as the following:
Biglron(config-atmif-4/1.1)# ip address 192.168.2.9 255.255.255.0

Syntax: [no] ip address <ip-addr> <ip-mask>
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or
Syntax: [no] ip address <ip-addr>/<mask-bits>
The <ip-addr> parameter specifies the sub-net address.

Foundry devices support both classical IP network masks (Class A, B, and C sub-net masks, and so on) and
Classless Interdomain Routing (CIDR) network prefix masks. The <ip-mask> parameter specifies the sub-net
mask. Alternatively, you can use the /<mask-bits> parameter to indicate the number of significant bits in the
network mask. Here is an example: ip address 192.168.2.9/24

Applying an IP ACL

You can apply IP ACLs to a sub-interface. The ACLs filter traffic sent or received in the sub-interface.
USING THE CLI

To configure an IP ACL and apply it to an ATM sub-interface, enter commands such as the following:

Biglron(config)# access-list 1 deny host 209.157.22.26 log
Biglron(config)# access-list 1 permit any
Biglron(config)# int atm 4/1.1
Biglron(config-atmif-4/1_.1)# ip access-group 1 out

Syntax: [no] ip access-group <num:> in | out

The in | out parameter specifies whether the ACL applies to incoming traffic or outgoing traffic on the sub-
interface.

Configuring Route Parameters

The Layer 3 Switch can route IP traffic between ATM and Ethernet or POS based on the IP addresses configured
on the interfaces.

You also can configure a static IP route that uses an ATM interface’s IP address or sub-interface as its next-hop
path.

Configuring a Static IP Route that Uses ATM as its Next-Hop Path

You can configure a static IP route on an ATM port’s IP address or an individual sub-interface. When you
configure a static IP route, you must specify the following parameters:

* The IP address and network mask for the route’s destination network.
e The route’s path, which can be one of the following:
e The IP address of a next-hop gateway

e Aport. For ATM, the path can be a specific IP address on the port, or even a specific sub-interface on a
PVC.

e Avirtual interface (a routing interface used by VLANSs for routing Layer 3 protocol traffic among one
another)

e A“null”interface. The Layer 3 Switch drops traffic forwarded to the null interface.
You also can specify the following optional parameters:

e The route’s metric — The value the Layer 3 Switch uses when comparing this route to other routes in the IP
route table to the same destination. The metric applies only to routes that the Layer 3 Switch has already
placed in the IP route table. The default metric for static IP routes is 1.

e The route’s administrative distance — The value that the Layer 3 Switch uses to compare this route with routes
from other route sources to the same destination before placing a route in the IP route table. This parameter
does not apply to routes that are already in the IP route table. The default administrative distance for static IP
routes is 1.
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USING THE CLI

To configure a static IP route that uses an ATM port as its next-hop path, enter a command such as the following
at the global CONFIG level of the CLI:

Biglron(config)# ip route 5.5.5.0/24 6.6.6.1

This command configures a static route to network 5.5.5.0/24, using IP interface 6.6.6.1 as the next-hop path to
the network. In this case, the next-hop IP address 6.6.6.1 is configured on an ATM sub-interface. Therefore, the
PVC configured on that sub-interface is used as the route’s next-hop path.

Here is how the route appears in the IP route table:

Biglron(config)# show ip route 5.5.5.0
Destination NetMask Gateway Port Cost Type
5.5.5.0 255.255.255.0 6.6.6.1 3/1.1 1 S

The Port field lists the ATM port and sub-interface on which the next-hop address (6.6.6.1) is configured. The
route uses the PVC configured on that sub-interface.

Syntax: ip route <dest-ip-addr> <dest-mask>
<next-hop-ip-addr> | atm <slotnum>/<portnum>.<subif>
[<metric>] [distance <num>]

or

Syntax: ip route <dest-ip-addr>/<mask-bits>
<next-hop-ip-addr> | atm <slotnum>/<portnum>.<subif>
[<metric>] [distance <num>]

The <dest-ip-addr> is the route’s destination. The <dest-mask> is the network mask for the route’s destination IP
address. Alternatively, you can specify the network mask information by entering a forward slash followed by the
number of bits in the network mask. For example, you can enter 192.0.0.0 255.255.255.0 as 192.0.0.0/.24. You
can enter multiple static routes for the same destination for load balancing or redundancy.

The <next-hop-ip-addr> is the IP address of the next-hop router (gateway) for the route.

If you do not want to specify a next-hop IP address, you can instead specify a port or interface number on the
Layer 3 Switch. If you specify an ATM port and sub-interface, the <portnum> is the port’s number (including the
slot number). In this case, the Layer 3 Switch forwards packets destined for the static route’s destination network
to the specified interface. Conceptually, this feature makes the destination network like a directly connected
network, associated with a specific Layer 3 Switch interface.

NOTE: The port or virtual interface you use for the static route must have at least one IP address configured on
it. The address does not need to be in the same sub-net as the destination network.

The <metric> parameter can be a number from 1 — 16. The defaultis 1.

NOTE: If you specify 16, RIP considers the metric to be infinite and thus also considers the route to be
unreachable.

The distance <num> parameter specifies the administrative distance of the route. When comparing otherwise
equal routes to a destination, the Layer 3 Switch prefers lower administrative distances over higher ones, so make
sure you use a low value for your default route. The default is 1.

You can also assign the default router as the destination by entering 0
To specify the ATM port and sub-interface instead of the IP address, enter a command such as the following:

Biglron(config)# ip route 5.5.5.0/24 atm 3/1.1
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Here is how this route appears in the IP route table:

Biglron(config)# show ip route 5.5.5.0
Destination NetMask Gateway Port Cost Type
5.5.5.0 255.255.255.0 0.0.0.0 3/1.1 1 S

Notice that the gateway address for the first route is 6.6.6.1, whereas the gateway address for the second route is
0.0.0.0. Since the second route’s next hop is configured to be a sub-interface instead of an IP address, the route
is not associated with a specific next-hop IP address but instead uses the address configured on the sub-interface.

Configuring OSPF on an ATM Interface
You can configure an OSPF interface on an ATM point-to-point interface or a point-to-multipoint interface.

Point-To-Multipoint

In OSPF, a point-to-multipoint interface means point-to-point neighbor adjacencies are established between the
local router and the remote routers as long as the underlying PVCs are configured and the corresponding IP
addresses are defined. A fully-meshed ATM cloud is not required. However, all devices that want to establish an
adjacency with the local router must have point-to-multipoint interfaces.

To configure an OSPF interface on an ATM point-to-multipoint interface, enter commands such as the following:

Biglron(config)# interface atm 1/2.10 multipoint
Biglron(config-subif-1/2.10)# atm pvc 1 1 ubr ip 10.10.10.1
Biglron(config-subif-1/2.10)# atm pvc 1 2 ubr ip 10.10.10.2
Biglron(config-subif-1/2.10)# atm pvc 1 3 ubr ip 10.10.10.3
Biglron(config-subif-1/2_.10)# ip address 10.10.10.9/28
Biglron(config-subif-1/2_10)# ip ospf area O
Biglron(config-subif-1/2.10)# disable
Biglron(config-subif-1/2.10)# ip ospf network point-to-multipoint
Biglron(config-subif-1/2.10)# enable

The first four commands configure a point-to-multipoint ATM subinterface with three PVCs. The last five
commands configure an IP address on the subinterface, disable the interface, enable OSPF on the subinterface,
configure the OSPF network type for the interface to point-to-multipoint, then re-enable the interface. You must
disable the interface to change the interface type.

Syntax: [no] ip ospf network [point-to-multipoint]

The default OSPF network type is point-to-point.

NOTE: You must enter the ip ospf network point-to-multipoint command before the interface forms OSPF
adjacencies. The command is not valid once an adjacency is formed.

Point-To-Point
To configure an OSPF interface on an ATM point-to-point interface, enter commands such as the following:

Biglron(config)# interface atm 1/2.10
Biglron(config-subif-1/2._.10)# atm pvc 3 34 ubr
Biglron(config-subif-1/2_.10)# ip address 10.10.10.9/28
Biglron(config-subif-1/2_.10)# ip ospf area 0
Biglron(config-subif-1/2.10)# disable
Biglron(config-subif-1/2_.10)# ip ospf network
Biglron(config-subif-1/2.10)# enable
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Verifying PVC Configuration

After you configure a Permanent Virtual Circuit (PVC) in your ATM network, you can test end-to-end PVC
connectivity by pinging the port number, VP ID, and VC ID of the other end of a link. The ATM ping facility is based
on the ATM OAM loopback standard.

Figure 8.4 shows an example of two Foundry devices configured with ATM interfaces. Each of the devices is
configured for two PVCs.

Figure 8.4 Example of a VC loopback test

1. Ping is sent from Port 1/1,

VPI 1, VCI 100.
2. The port at the other end of the link
3. The port and VC (VPI and VCI) for VPI 3, VCI 300 receives the ping
that sent the ping receive the reply and responds.

and display the result.

Port 1/1 A A Port 5/1
VPI1,VCI 100 | T | ATM Network T| VPI1,VCI100
M M
Layer 3 switch A Layer 3 switch B

To test Layer 3 Switch A’s configuration for VPI 1, VCI 100, send an ATM ping cell from port 1/1, VPI 1, VCI 100. If
the PVC is properly configured in the network, then the VC at the other end of the link sends a reply to the ping.
The VC that sent the ping receives the reply and displays the ping results.

Notice that the PVC crosses an ATM cloud, which can contain numerous ATM devices. The ping tests the entire
circuit.

To verify the successful configuration of a PVC, use the following CLI method.
USING THE CLI

To verify configuration of a PVC, enter a command such as the following at the Privileged EXEC level of the CLI:

Biglron# ping atmvc 1/1 1 100

ATM: OAM: sending loopback request on ATM port 1/1, vpi 1, vci 100
Biglron#

ATM: OAM :loopback response received on 1/1, 1,100

This example shows the output that results from a successful ping. The command sends the ping from ATM port
1/1 on VPI 1, VCI 100. The device at the other end of the link is configured for the same VPI and VCI and
responds to the ping.

Syntax: ping atmvc <portnum> <vpi> <vci>
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The <portnum> parameter specifies the port on which the VC is configured on the local device (the device on
which you are entering the command).

The <vpi> and <vci> parameters specify the virtual path and virtual channel, which together make the VC.

Mapping PVCs to VLANSs

Foundry devices support mapping ATM Permanent Virtual Circuits (PVCs) to VLANSs, based on the ATM bridging
standards of RFC 2684. This feature allows an ATM PVC to be configured as a bridging interface and used in
conjunction with a VLAN.

Figure 8.5 illustrates the how the Foundry device adds a VLAN ID and tag to packets subject to PVC-VLAN
mapping. In this example, PVC = 3 is mapped to VLAN 20. The Foundry device adds VLAN ID 20 and tag 8100
to packets from PVC = 3.

Figure 8.5 Adding a VLAN ID and tag to packets from a PVC

ATM Network

o

‘ Ethernet ‘ IP ‘

Header Header DATA ‘ PVC=3

ATM 3/1.1
PVC =3

PVC = 3 mapped to VLAN 20

Ethernet
Tagged

Ethernet | VLANID | TagType | P ‘

Header | 20 | 0x8100 | Header DATA ‘

Ethernet
Tagged

Ethernet
Untagged

Ethernet
Untagged ‘ Ethernet ‘ P ‘ DATA ‘

Header Header

VLAN 10 VLAN 20

Figure 8.6 shows an example of a VLAN with two PVCs mapped to it.
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Figure 8.6 PVC-VLAN mapping — hub-and-spoke configuration with two PVCs mapped to one VLAN
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In this example, PVCs on ATM sub-interfaces 4/1.1 and 4/2.1 have been mapped to VLAN 100. These PVCs
serve as bridging interfaces for traffic on VLAN 100.

Traffic for more than one VLAN can be forwarded over PVCs on multiple sub-interfaces on the same ATM port.
Figure 8.7 shows an example of this kind of configuration. In this configuration, a PVC on sub-interface 2/1.1 is
mapped to VLAN 100, and a PVC on sub-interface 2/1.2 is mapped to VLAN 200.

Figure 8.7 PVC-VLAN mapping — hub-and-spoke configuration with two PVCs mapped to two VLANs

ATM 2/1.1
(PVC mapped to
VLAN 100)

VLAN 100

VLAN 100 [_]]

ATM 2/1.1
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ATM Network

ATM 2/1.2
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2l VLAN 200)

VLAN 200

EOUNBRY

VLAN 200

ATM 3/1.1
(PVC mapped to
VLAN 200)

You can configure multiple PVCs on the same port to be mapped to multiple VLANs. However, multiple PVCs on
the same physical port cannot be part of the same VLAN. For example, in the configuration above, you could not
map PVCs on both 2/1.1 and 2/1.2 to VLAN 100.

The PVC-VLAN mapping feature is designed to be used in conjunction with the Super Aggregated VLAN
Application. Figure 8.8 illustrates this kind of configuration.

August 2005 © 2005 Foundry Networks, Inc. 8-25



Foundry Switch and Router Installation and Basic Configuration Guide

Figure 8.8
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PVC-VLAN mapping used with the Super Aggregated VLAN application

Ethernet | VLANID | TagType | P
‘ Header | 10 | ox8100 | Header DATA PVC=2
Ethernet | VLANID | TagType | P DATA PVC =2
Header | 20 | ox8100 | Header
PVC = 1 mapped to VLAN 100
PVC = 2 mapped to VLAN 200
Ethernet | VLANID | TagType | VLANID | TagType IP DATA
Header | 200 | ox9100 | 10 | 0x8100 Header
Ethernet | VLANID [ TagType | VLANID | TagType P DATA
Header | 200 | ox9100 | 20 | 0x8100 Header
Ethernet | VLANID [ TagType | P
‘ Header | 10 | ox8100 | Header DATA
Ethernet | VLANID [ TagType | P
‘ Header | 20 | ox8100 | Header DATA

In this example, PVC = 2 is mapped to VLAN 200. When the Super Aggregated VLAN application is enabled, the
Foundry device aggregates VLANs 10 and 20 into a single VLAN, appending an additional VLAN tag (in this
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example, 9100) to the packets. The edge device at the other end of the core removes this VLAN tag and
separates the aggregated VLANS into individual VLANs before forwarding the traffic.

For details on configuring the Super Aggregated VLAN application, see “Configuring Super Aggregated VLANS”
on page 15-50

Notes
*  ATM sub-interfaces can only be assigned to a VLAN as untagged.

* If you are using the N2P software image, you must enable the ports you plan to use for the PVC-VLAN
mapping. Ports are disabled by default in the N2P image. Also, you must enable Layer 2 switching (no
route-only command). In the N2P image, Layer 2 switching is disabled by default.

* A VLAN can have multiple PVCs mapped to it. A PVC can be mapped to only one VLAN.
e Multiple PVCs on the same port cannot be part of the same VLAN.

e This feature supports LLC encapsulation only for bridged Ethernet/802.3 packets. 802.4 and 802.5 frames
are rejected.

e This feature supports both FCS (Frame Check Sequence) and non-FCS frames.

*  Unlike Ethernet ports, which belong to the default VLAN by default, ATM ports are not part of any VLAN by
default. You must explicitly add ATM sub-interfaces to a VLAN.

e  Per-VLAN spanning tree only is supported.

e  When an ATM sub-interface is configured as a bridging interface, the MTU of the payload is 1528 bytes
(compared to a default MTU of 4470 bytes and maximum MTU of 9180 bytes when the sub-interface is
configured as a router interface). The 1528-byte length accommodates super-aggregated VLANS.

* A PVC can act as either a bridging component or a routing component, but not both at the same time. On a
Layer 3 Switch, an ATM sub-interface is a route-only interface by default, and is converted to a Layer 2
interface when explicitly added to a VLAN. When a PVC is mapped to a VLAN, normal routing packets are
discarded.

*  Only port-based VLANSs are supported. Protocol- and subnet-based VLANs are not supported.
* A PVC on a point-to-multipoint sub-interface cannot be mapped to a VLAN.
e VTP (VLAN Trunking Protocol) is not supported.

e SuperSpan is supported.

Adding an ATM Sub-Interface to a VLAN
To add an ATM sub-interface to a VLAN:

Biglron(config)# vlan 60
Biglron(config-vlan-60)# untagged atm 3/1.2

Syntax: [no] untagged atm <slot/port.subinterface>
If a PVC has not already been configured on the specified ATM sub-interface, an error message is displayed.

If the ATM sub-interface is configured with an IP address, an error message is displayed. You must remove the IP
address from the sub-interface in order to use the sub-interface as a bridging interface.

If any static routes are configured on the specified sub-interface, a message is displayed indicating the static
routes should be removed in order to allow the PVC-VLAN mapping.

The VLAN must have already been created prior to assigning an ATM sub-interface to it.

Removing an ATM Sub-Interface from a VLAN

To remove an ATM sub-interface from a VLAN:

Biglron(config)# vlan 60
Biglron(config-vlan-60)# no untagged atm 3/1.2
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Syntax: no untagged atm <slot/port.subinterface>

Enabling Spanning Tree
STP is supported on ATM modules local to the VLAN. Per-VLAN spanning tree is supported.

To enable spanning tree on a VLAN:

Biglron(config)# vlan 60
Biglron(config-vlan-60)# spanning-tree

Syntax: [no] spanning-tree

Displaying ATM Information

You can display the following ATM module information:

e  General module information — see “Displaying General Module Information” on page 8-28
e Module status — see “Determining ATM Module Status” on page 8-29

* Interface parameters — see “Displaying Interface Parameters” on page 8-30

*  Port statistics — see “Displaying Port Statistics” on page 8-32

e VC statistics — see “Displaying VC Statistics” on page 8-33

Displaying General Module Information
You can use the following method to display general information about the ATM modules in the chassis, including:

e Module location (slot number)

* Boot and flash code information
*  Module uptime

USING THE CLI

To display general ATM module information, enter the following command at any CLI level:

Biglron> show atm-state

ATM MODULE (6) App CPU in running mode:

CPU O in state of ATM_STATE_RUNNING
Modulle 6 App CPU 1, SW: Version 07.2.05T91
Compiled on Apr 25 2001 at 18:16:41 labeled as A2R07205
DRAM 134M, BRAM 33554K, FPGA Version 0000
Code Flash 4M: Primary (429266 bytes, 07.2.05T91),

Secondary (426573 bytes, 07.2.05T91)

Boot Flash 131K, Boot Version 06.00.00
The system uptime is 0 day O hour 31 minute 6 second
General Status: 4 ipc msg rec, 2 ipc msg sent

Syntax: show atm-state
USING THE WEB MANAGEMENT INTERFACE

You cannot display general ATM module information using the Web management interface.
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Determining ATM Module Status

You can determine the status of an ATM module in the following ways:

o Status LEDs — Each ATM port has LEDs that show link status, transmit and receive activity, and indicate
whether an alarm condition has occurred.

e Module information in software — The module information displayed by the software indicates whether the

module came up properly.
Status LEDs

You can determine the status of an ATM port by observing its LEDs. Each ATM port has the following LEDs.

Table 8.5: Port LED Indicators for ATM Modules

LED Position State Meaning
Link Upper left On The port is connected.
Off The port is not connected.
Alarm Upper right On At least one of the following SONET alarm
conditions has been detected:
e LOS - Loss of Signal
* LOF - Loss of Frame
e LOP - Loss of Pointer
e AIS - Alarm Indication Signal
Off None of the alarm conditions listed above
have been detected.
TxAct Lower left Blinking The port is transmitting traffic.
RxAct Lower right Blinking The port is receiving traffic.
Software

You can display status information for an ATM module using either of the following methods.

NOTE:

e Slots on a four-slot chassis are numbered 1 — 4, from top to bottom.

e  Slots on a eight-slot chassis are numbered 1 — 8, from top to bottom.

*  Slots on an fifteen-slot chassis are numbered 1 — 15, from left to right.
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USING THE CLI

To display the status of an ATM module using the CLI, enter the following command at any CLI level:

Biglron> show module

S1:
S2:
S3:
S4:
S5:
S6:
S7:
S8:

Module Status Ports Starting MAC
B8GMR Fiber Management Module, SYSIF M2, ACTIV 8 00e0.5291.5400
B24E Copper Switch Module OK 24  00e0.5291.5460

ATM 2 Port 155M Module, SYSIF 11 OK 2
Configured as B24E Copper Switch Module

Syntax: show module

In this example, slot 6 contains a two-port ATM module with 155 Mbps ports. This display shows the following

information.
Table 8.6: CLI Display of ATM Interface Information
This Field... Displays...
Slot number The S<num> value in the left column indicates the chassis slot.
Module The module type. In this example, slot 6 contains a 2-port ATM
module with 155 Mbps (OC-3c) ports.
Status Shows the module status. An ATM module can have one of the
following statuses:
e FAILED - This status indicates that the host module failed to
come up.
e OK - This status indicates that the module came up and is
operating normally.
Note: Management modules have different status values.
Ports The number of physical interfaces (ports) on the module.
Starting MAC This column does not apply to ATM modules.

USING THE WEB MANAGEMENT INTERFACE
1. Select the Home link to display the System panel, if not already displayed.

2. Select the Module link to display the Module panel. The Status column shows the module status. An ATM
module can have one of the following statuses:

FAILED — This status indicates that the host module failed to come up.

OK — This status indicates that the module came up and is operating normally.

Displaying Interface Parameters

You can display brief information for all interfaces, including ATM interfaces. In addition, you can display ATM
interface parameters for individual slots or ports.
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To display ATM interface parameters, use the following methods.
USING THE CLI

To display brief information for all interfaces, including ATM interfaces, enter the following command at any CLI
level:

Biglron> show interfaces brief

Port Link State Encap Clock Loop Speed frame scram total vc
671 up llcsnap int none 155 sonet yes 5
6/2 up llcsnap int none 155 sonet yes 1

Syntax: show interfaces brief

This command shows information for all the ports in the chassis. For simplicity, the example above shows only the
information for ATM ports.

The command shows the following information for ATM ports.

Table 8.7: CLI Display of ATM Interface Information

This Field...

Displays...

Port

The chassis slot and port number of the interface.

Link State

The state of the link, which can be one of the following:
e down
L] up

To change the link state, see “Changing the Interface State” on
page 8-11.

Encap

The encapsulation type in use on the interface. The encapsulation
type for a Foundry ATM interface is always licsnap, which means LLC
SNAP encapsulation.

Clock

The clock source, which can be one of the following:
e int—The interface is using the clock on the ATM module.

* line — The interface is using the clock source supplied on the
network.

To change this parameter, see “Changing the Clock Source” on
page 8-12.

Loop

The loopback state of the interface. The loopback state can be one of
the following:

e int—The loopback path consists only of the ATM circuitry on this
interface.

¢ line — The loopback path consists of both this ATM interface and
the ATM interface at the remote end of the link.

* none — The interface is not operating in loopback mode.

To change this parameter, see “Changing the Loopback Path” on
page 8-12.

Speed

The bandwidth of the interface.
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Table 8.7: CLI Display of ATM Interface Information (Continued)

This Field... Displays...

Frame The frame type used on the interface. The frame type is always
SONET (shown as “sonet”) and is not configurable.

Scram The state of the ATM scramble mode, which can be one of the
following:
e no - Scrambling is disabled.
e yes— Scrambling is enabled. This is the default.

Total VC The number of VCs configured on the interface.

Displaying ATM Information for Individual Slots or Ports
To display ATM information for a slot, enter a command such as the following at any level of the CLI:

Biglron(config-subif-4/1_1)# show interface atm 6/1
ATM6/1 is up, line protocol is up
No port name
Hardware is ATM
Encapsulation llcsnap, clock is internal
Framing is SONET, BW 155000Kbit
Loopback not set, keepalive not set, scramble enabled
Each virtual path contains 4096 virtual channels
5 minute input rate: 120360 bits/sec, 167 packets/sec
5 minute output rate: 90176 bits/sec, 126 packets/sec
265370 packets input, 23798000 bytes, 0 no buffer
Received 0 CRCs, 0 shorts, O giants, 0 alignments
205417 packets output, 18306822 bytes, 0 underruns

Syntax: show interface atm <slotnum>/<portnum> [to <slothnum>/<portnum>]

Displaying Port Statistics
Use the following method to display byte and packet statistics for ATM ports.
USING THE CLI

To display ATM port statistics, enter a command such as the following at any CLI level:

Biglron(config-subif-4/1.1)# show statistics atm 6/1 to 6/2

ATM Packets Errors
Port [Receive Transmit] [Align FCS Giant Short CRC]
6/1 299582 231143 0 0 0 0 0

5 minute input rate: 118344 bits/sec, 165 packets/sec
5 minute output rate: 88880 bits/sec, 125 packets/sec

ATM Packets Errors
Port [Receive Transmit] [Align FCS Giant Short CRC]
6/2 1051 524 0 0 0 0 0

5 minute input rate: 952 bits/sec, 0 packets/sec
5 minute output rate: 96 bits/sec, 0 packets/sec
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The command shows the following statistics for ATM ports.

Table 8.8: CLI Display of ATM Interface Statistics

This Field... Displays...

Port The chassis slot and port number of the interface.

Receive The total number of packets received on the port.

Transmit The total number of packets sent on the port.

Align The number of alignment errors.

FCS The number of Frame Check Sequence (FCS) errors.

Giant The number of giant packets.

Short The number of short packets.

CRC The number of packets with Cyclic Redundancy Check (CRC) errors.

5 minute input rate

The average receive rate of the port during the last five minute

interval.

5 minute output rate

The average send rate of the port during the last five minute interval.

Displaying VC Statistics

Use the following method to display byte and packet statistics for individual VCs.

USING THE CLI

To display ATM VC statistics, enter the following command at any CLI level:

Biglron(config-subif-4/1_1)# show atm vc

Port  VPI VCI

6/1.1 1 100
6/1.2 1 101
6/1.3 2 200
6/1.4 2 201
6/1.5 2 202
6/2.1 1 13

InPkts

69626
214784
4910
296
220
1040

OutPkts InBytes
1129 6330289
307 19170286
353 439675
221596 28529
269 23252
515 389135

OutBytes

68211
28584
34612
19768722
29349
45016

Syntax: show atm vc [slot <slotnum> | interface <portnum> | <slotnum>/<portnums>.sub-interface <subif>]

You can use the command’s optional parameters to refine the display request.

*  The slot <slotnum> parameter displays VC statistics for the ATM interfaces on the ATM module in the
specified chassis slot.

e The interface <portnum> parameter displays VC statistics for the specified ATM interface.

*  The sub-interface <subif> parameter displays VC statistics for the specified sub-interface number.
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The show atm ve commands display the following information.

Table 8.9: CLI Display of ATM VC Statistics

This Field... Displays...

Port The chassis slot and port number of the interface, and the number of
the sub-interface.

VPI The VP ID.
VCI The VC ID.
InPkts The number of packets received on this VC.

Note: The statistic is only for the VC within the VP and on the sub-
interface indicated. Thus, if the same chassis has more than one VC
with the same VC ID, each of those VCs is a unique interface and the
software lists the statistics for each of them separately.

OutPkts The number of packets sent on this VC.
InBytes The number of bytes received on this VC.
OutBytes The number of bytes sent on this VC.
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Chapter 9
Configuring Basic Features

This chapter describes how to configure basic, non-protocol features on Foundry devices using the CLI and Web
management interface.

This chapter contains procedures for configuring the following parameters:

*  Basic system parameters — see “Configuring Basic System Parameters” on page 9-3

* Basic port parameters — see “Configuring Basic Port Parameters” on page 9-21

e Basic Layer 2 parameters — see “Configuring Basic Layer 2 Parameters” on page 9-30

* Basic Layer 3 parameters — see “Enabling or Disabling Routing Protocols” on page 9-47

*  System defaults and table sizes — see “Displaying and Modifying System Parameter Default Settings” on
page 9-48

e Temperature sensor parameters — see “Using the Temperature Sensor” on page 9-52
e Mirror ports (for traffic diagnosis and troubleshooting) — see “Assigning a Mirror Port and Monitor Ports” on
page 9-55

Foundry devices are configured at the factory with default parameters that allow you to begin using the basic
features of the system immediately. However, many of the advanced features such as VLANSs or routing protocols
for the router must first be enabled at the system (global) level before they can be configured.

e If you use the Command Line Interface (CLI) to configure system parameters, you can find these system level
parameters at the Global CONFIG level of the CLI.

* If you use the Web management interface, you enable or disable system level parameters on the System
configuration panel, which is displayed by default when you start a management session. Figure 9.1 shows
an example of the System configuration panel on a Biglron Layer 3 Switch.

NOTE: Before assigning or modifying any router parameters, you must assign the IP subnet (interface)
addresses for each port.

NOTE: This chapter does not describe how to configure Virtual LANs (VLANS) or link aggregation. For VLAN
configuration information, see “Configuring Virtual LANs (VLANSs)” on page 15-1. For link aggregation information,
see “Configuring Trunk Groups and Dynamic Link Aggregation” on page 11-1.

NOTE: Forinformation about configuring IP addresses, DNS resolver, DHCP assist, and other IP-related
parameters, see the “Configuring IP” chapter of the Foundry Enterprise Configuration and Management Guide.

August 2005 © 2005 Foundry Networks, Inc. 9-1



Foundry Switch and Router Installation and Basic Configuration Guide

For information about the Syslog buffer and messages, see “Using Syslog” on page A-1.

Using the Web Management Interface for Basic Configuration Changes

The Web management interface enables you to easily make numerous configuration changes by entering or

changing information on configuration panels such as the one shown in Figure 9.1. This example is for a Layer 3
Switch. Layer 2 Switches do not have routing options but do have some additional options not available on Layer
3 Switches.

Figure 9.1 System configuration panel for a Foundry Layer 3 Switch
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You can perform the following configuration tasks from the System configuration panel:

Enter system administration information.

Review or modify the IP, mask, and gateway addresses (Layer 2 Switches only).

Assign IP subnet (interface) addresses and masks (Layer 3 Switches only).

Assign DHCP gateway lists for DHCP Assist operation (Layer 2 Switches only).

Configure Domain Name Server (DNS) Resolver.

Define a MAC address filter.

Set the system clock.

Configure the device to use a Simple Network Time Protocol (SNTP) server.

Enable port-based and/or Layer 3 protocol VLANS.

Enable IP and IPX Layer 3 router acceleration (Stackable backbone Layer 2 Switches only).

Enable or disable IP Multicast Traffic Reduction (Layer 2 Switches only).

© 2005 Foundry Networks, Inc.

August 2005



Configuring Basic Features

Enable or disable IGMP (Layer 2 Switches only).

Enable or disable protocol—OSPF, RIP, IPX, DVMRP, PIM, FSRP, VRRP, BGP4, AppleTalk (Layer 3 Switches
only).

Assign Layer 4 QoS Priority (Layer 2 Switches only).

NOTE: Layer 4 priority for routers is set using the IP policy command found at the global CONFIG level of
the CLI and the IP configuration sheet for the Web management interface.

Enable or disable Spanning Tree Protocol.

Enable or disable SNMP operation and configure SNMP community strings, trap receivers, and other
parameters.

Enable or disable IEEE 802.1q VLAN tagging.

Enable or disable Layer 2 switching (Layer 3 Switches only).

Enable or disable Telnet.

Change the aging period (switch age time) for entries in the address table.
Assign a mirror port.

Modify system parameters.

Add or delete modules (Chassis devices only).

Modify tag type.

Modify telnet timeout period.

Modify broadcast limit.

Enable or disable management using the Web management interface.
Apply base (system) default values (Layer 2 Switches only).

Configure redundant management module parameters (Netlron or Biglron Layer 3 Switch with
Management 2 or higher modules only).

The procedures in this chapter describe how to configure these parameters.

Configuring Basic System Parameters

The procedures in this section describe how to configure the following basic system parameters:

System name, contact, and location — see “Entering System Administration Information” on page 9-4

SNMP trap receiver, trap source address, and other parameters — see “Configuring Simple Network
Management (SNMP) Parameters” on page 9-5

Single source address for all Telnet packets — “Configuring an Interface as the Source for All Telnet Packets”
on page 9-11

Single source address for all TFTP packets — “Configuring an Interface as the Source for All TFTP Packets”
on page 9-12

System time using a Simple Network Time Protocol (SNTP) server or local system counter — see “Specifying
a Simple Network Time Protocol (SNTP) Server” on page 9-12 and “Setting the System Clock” on page 9-14

Default Gigabit negotiation mode (for Chassis devices) — see “Changing the Default Gigabit Negotiation
Mode” on page 9-16

Broadcast, multicast, or unknown-unicast limits, if required to support slower third-party devices — see
“Limiting Broadcast, Multicast, or Unknown-Unicast Rates” on page 9-18
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*  Banners that are displayed on users’ terminals when they enter the Privileged EXEC CLI level or access the
device through Telnet — see “Configuring CLI Banners” on page 9-20.

e Terminal display length — see “Configuring Terminal Display” on page 9-21.

NOTE: For information about the Syslog buffer and messages, see “Using Syslog” on page A-1.

Entering System Administration Information

You can configure a system name, contact, and location for a Foundry Layer 2 Switch or Layer 3 Switch and save
the information locally in the configuration file for future reference. This information is not required for system
operation but is suggested. When you configure a system name, the name replaces the default system name in
the CLI command prompt. For example, if the system is a Biglron 8000, the system name you configure replaces
“Biglron” in the command prompt.

The name, contact, and location each can be up to 32 alphanumeric characters.

NOTE: If you install Layer 2 Switch code on a Layer 3 Switch, the CLI command prompt begins with “SW-" to
indicate the software change. This is true even if you change the system name.

USING THE CLI
Here is an example of how to configure a Layer 2 Switch or Layer 3 Switch name, system contact, and location:

Biglron(config)# hostname home

home(config)# snmp-server contact Suzy Sanchez
home(config)# snmp-server location Centerville
home(config)# end

home# write memory

Syntax: hostname <string>
Syntax: snmp-server contact <string>
Syntax: snmp-server location <string>

The text strings can contain blanks. The SNMP text strings do not require quotation marks when they contain
blanks but the host name does.

NOTE: The chassis name command does not change the CLI prompt. Instead, the command assigns an
administrative ID to the device.

USING THE WEB MANAGEMENT INTERFACE
Here is an example of how to configure a Layer 2 Switch or Layer 3 Switch name, system contact, and location:

1. Log on to the device using a valid user name and password for read-write access. The System configuration
panel is displayed.

2. Select the Identification link to display the following panel.

Identification

| Name: ||BigIan Router

T
| Contact: ||Suzy Cresmcheese

T
|L0|:ation: ||Cent,erville

Apply | Reset |

[Heme[Site Wap [Logout][ Save[Frame Enable|Disable [TELIET]
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Edit the value in the Name field to change the device name. The name can contain blanks.
Enter the name of the administrator for the device in the Contact field. The name can contain blanks.
Enter the device’s location in the Location field. The location can contain blanks.

Click the Apply button to save the change to the device’s running-config file.

N o o > o

Select the Save link at the bottom of the dialog. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.

NOTE: You also can access the dialog for saving configuration changes by clicking on the plus sign next to
Command in the tree view, then clicking on Save to Flash.

Configuring Simple Network Management (SNMP) Parameters

Use the procedures in this section to perform the following configuration tasks:

e Specify an SNMP trap receiver.

*  Specify a source address and community string for all traps sent by the device.
e Change the holddown time for SNMP traps

e Disable individual SNMP traps. (All traps are enabled by default.)

» Disable traps for CLI access that is authenticated by a local user account, a RADIUS server, or a TACACS/
TACACS+ server.

NOTE: To add and modify “get” (read-only) and “set” (read-write) community strings, see the Foundry Security
Guide.

Specifying an SNMP Trap Receiver

You can specify a trap receiver to ensure that all SNMP traps sent by the Foundry device go to the same SNMP
trap receiver or set of receivers, typically one or more host devices on the network. When you specify the host,
you also specify a community string. The Foundry device sends all the SNMP traps to the specified host(s) and
includes the specified community string. Administrators can therefore filter for traps from a Foundry device based
on IP address or community string.

When you add a trap receiver, the software automatically encrypts the community string you associate with the
receiver when the string is displayed by the CLI or Web management interface. If you want the software to show
the community string in the clear, you must explicitly specify this when you add a trap receiver. In either case, the
software does not encrypt the string in the SNMP traps sent to the receiver.

To specify the host to which the device sends all SNMP traps, use one of the following methods.
USING THE CLI
To add a trap receiver and encrypt the display of the community string, enter commands such as the following:

To specify an SNMP trap receiver and change the UDP port that will be used to receive traps, enter a command
such as the following:

Biglron(config)# # snmp-server host 2.2.2.2 0 mypublic port 200
Biglron(config)# write memory

Syntax: snmp-server host <ip-addr> [0 | 1] <string> [port <value>]
The <ip-addr> parameter specifies the IP address of the trap receiver.

The 011 parameter specifies whether you want the software to encrypt the string (1) or show the string in the clear
(0). The default is 0.

The <string> parameter specifies an SNMP community string configured on the Foundry device. The string can
be a read-only string or a read-write string. The string is not used to authenticate access to the trap host but is
instead a useful method for filtering traps on the host. For example, if you configure each of your Foundry devices
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that use the trap host to send a different community string, you can easily distinguish among the traps from
different Foundry devices based on the community strings.

The command in the example above adds trap receiver 2.2.2.2 and configures the software to encrypt display of
the community string. When you save the new community string to the startup-config file (using the write
memory command), the software adds the following command to the file:

snmp-server host 2.2.2.2 1 <encrypted-string>

To add a trap receiver and configure the software to encrypt display of the community string in the CLI and Web
management interface, enter commands such as the following:

Biglron(config)# snmp-server host 2.2.2.2 0 Biglron-12
Biglron(config)# write memory

The port <value> parameter allows you to specify which UDP port will be used by the trap receiver. This
parameter allows you to configure several trap receivers in a system. With this parameter, IronView Network
Manager Network Manager and another network management application can coexist in the same system.
Foundry devices can be configured to send copies of traps to more than one network management application.

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access.
2. Click the Management link to display the Management configuration panel.

3. Click the Trap Receiver link to display the Trap Receiver panel.

Trap Receiver
IP Address|UDF Port Number| Community String _
Delet Modi
207.95.6.75 [200 public no _Delete | Moty |

Delet hodi
207.95.6.75 162 public 1o Dslete | _Modi |

Delet Modi
207.95.6.75 300 rypublic 1o Dslete | _Modi |
IP Address|UDF Port Number| Community String _

Add Trap Recetver

[Heme[Site Wap [Logout][ Save [Frame Enable[Disable [TELNET]

4. Click Add Trap Receiver link to add a new trap receiver and display the following panel.

Trap Receiver

| IP Address: ||
|UDP Port Number: ||

|Community String: ||

| Encrypt: | r
ﬂl Delete | Resetl
Show

[Heme[Site Wap [Logout][ Save [Frame Enable[Disable [TELNET]
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5. Enter the IP address of the receiver in the IP Address field.

6. Enter the UDP port number that will be used to receive traps. If no port number is entered, then UDP port 162
will be used by trap receivers.

7. Enter the community string you want the Layer 3 Switch to send in traps sent to this host in the Community
String field.

8. Select the Encrypt checkbox to remove the checkmark if you want to disable encryption of the string display.
Encryption prevents other users from seeing the string in the CLI or Web management interface. If you
disable encryption, other users can view the community string. Encryption is enabled by default.

To re-enable encryption, select the checkbox to place a checkmark in the box.
9. Click Add to apply the change to the device’s running-config file.

10. Select the Save link at the bottom of the panel. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.

Specifying a Single Trap Source

You can specify a single trap source to ensure that all SNMP traps sent by the Foundry device use the same
source IP address. When you configure the SNMP source address, you specify the Ethernet port, POS port,
loopback interface, or virtual routing interface that is the source for the traps. The Foundry device then uses the
lowest-numbered IP address configured on the port or interface as the source IP address in the SNMP traps sent
by the device.

Identifying a single source IP address for SNMP traps provides the following benefits:

* If your trap receiver is configured to accept traps only from specific links or IP addresses, you can use this
feature to simplify configuration of the trap receiver by configuring the Foundry device to always send the
traps from the same link or source address.

* If you specify a loopback interface as the single source for SNMP traps, SNMP trap receivers can receive
traps regardless of the states of individual links. Thus, if a link to the trap receiver becomes unavailable but
the receiver can be reached through another link, the receiver still receives the trap, and the trap still has the
source IP address of the loopback interface.

To specify a port, loopback interface, or virtual routing interface whose lowest-numbered IP address the Foundry
device must use as the source for all SNMP traps sent by the device, use the following CLI method.

USING THE CLI

To configure the device to send all SNMP traps from the first configured IP address on port 4/11, enter the
following commands:

Biglron(config)# snmp-server trap-source ethernet 4/11
Biglron(config)# write memory

Syntax: snmp-server trap-source loopback <num> | ethernet <portnum> | pos <portnum> | ve <num>

The <num> parameter is a loopback interface or virtual routing interface number. If you specify an Ethernet or
POS port, the <portnum> is the port’s number (including the slot number, if you are configuring a Chassis device).

To specify a loopback interface as the device’s SNMP trap source, enter commands such as the following:

Biglron(config)# int loopback 1
Biglron(config-1bif-1)# ip address 10.0.0.1/24
Biglron(config-lbif-1)# exit

Biglron(config)# snmp-server trap-source loopback 1

The commands in this example configure loopback interface 1, assign IP address 10.00.1/24 to the loopback
interface, then designate the interface as the SNMP trap source for this Layer 3 Switch. Regardless of the port the
Foundry device uses to send traps to the receiver, the traps always arrive from the same source IP address.

The following commands configure an IP interface on a POS port and designate the address as the SNMP trap
source for a Layer 3 Switch. The Foundry device always sends traps through the POS port and the source IP
address of the traps is always the lowest-numbered IP address configured on the POS port.
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Biglron(config)# interface pos 2/1
Biglron(config-posift-2/1)# ip address 209.157.22.26/24
Biglron(config-posift-2/1)# exit

Biglron(config)# snmp-server trap-source pos 2/1

USING THE WEB MANAGEMENT INTERFACE
You cannot configure a trap source using the Web management interface.
Setting the SNMP Trap Holddown Time

When a Foundry device starts up, the software waits for Layer 2 convergence (STP) and Layer 3 convergence
(OSPF) before beginning to send SNMP traps to external SNMP servers. Until convergence occurs, the device
might not be able to reach the servers, in which case the messages are lost.

By default, a Foundry device uses a one-minute holddown time to wait for the convergence to occur before starting
to send SNMP traps. After the holddown time expires, the device sends the traps, including traps such as “cold
start” or “warm start” that occur before the holddown time expires.

You can change the holddown time to a value from one second to ten minutes.
USING THE CLI

To change the holddown time for SNMP traps, enter a command such as the following at the global CONFIG level
of the CLI:

Biglron(config)# snmp-server enable traps holddown-time 30

The command in this example changes the holddown time for SNMP traps to 30 seconds. The device waits 30
seconds to allow convergence in STP and OSPF before sending traps to the SNMP trap receiver.

Syntax: [no] snmp-server enable traps holddown-time <secs>

The <secs> parameter specifies the number of seconds and can be from 1 — 600 (ten minutes). The default is 60
seconds.

USING THE WEB MANAGEMENT INTERFACE
You cannot configure the parameter using the Web management interface.
Disabling SNMP Traps

Foundry Layer 2 Switches and Layer 3 Switches come with SNMP trap generation enabled by default for all traps.
You can selectively disable one or more of the following traps.

NOTE: By default, all SNMP traps are enabled at system startup.

Layer 2 Switch Traps
The following traps are generated on the Layer 2 Switches:

e SNMP authentication keys
e Power supply failure

*  Fan failure

e Cold start

e Linkup

¢ Link down

*  Bridge new root

*  Bridge topology change

* Locked address violation

*  Module insert (applies only to Chassis devices)
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e Module remove (applies only to Chassis devices)

Layer 3 Switch Traps
The following traps are generated on the Layer 3 Switches:

e SNMP authentication key
e  Power supply failure

*  Fan failure

e Cold start

e Linkup

e Link down

*  Bridge new root

*  Bridge topology change

*  Locked address violation
*  Module insert

¢ Module remove

« BGP4
« OSPF
« FSRP
« VRRP
«  VRRPE

Serveriron Traps
See the Foundry Serverliron Installation and Configuration Guide.

USING THE CLI
To stop link down occurrences from being reported, enter the following:
Biglron(config)# no snmp-server enable traps link-down

Syntax: [no] snmp-server enable traps <trap-type>

NOTE: For a list of the trap values, see the Foundry Switch and Router Command Line Interface Reference.

USING THE WEB MANAGEMENT INTERFACE
To enable or disable individual SNMP traps:

1. Log on to the device using a valid user name and password for read-write access. The System configuration
panel is displayed.

2. Select the Management link to display the Management panel.
3. Click on the Trap link to display the list of traps that you can enable or disable.

NOTE: The panel lists different traps for Layer 2 Switches and Layer 3 Switches.

4. Select the Disable or Enable button next to the trap you want to disable or enable.
5. Click the Apply button to save the change to the device’s running-config file.

6. Select the Save link at the bottom of the dialog. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.
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Disabling Syslog Messages and Traps for CLI Access

Foundry devices send Syslog messages and SNMP traps when a user logs into or out of the User EXEC or
Privileged EXEC level of the CLI. The feature applies to users whose access is authenticated by an
authentication-method list based on a local user account, RADIUS server, or TACACS/TACACS+ server.

NOTE: The Privileged EXEC level is sometimes called the “Enable” level, because the command for accessing
this level is enable.

The feature is enabled by default.

Examples of Syslog Messages for CLI Access

When a user whose access is authenticated by a local user account, a RADIUS server, or a TACACS/TACACS+
server logs into or out of the CLI's User EXEC or Privileged EXEC mode, the software generates a Syslog
message and trap containing the following information:

*  The time stamp
¢ The user name
*  Whether the user logged in or out

e The CLlI level the user logged into or out of (User EXEC or Privileged EXEC level)

NOTE: Messages for accessing the User EXEC level apply only to access through Telnet. The device does not
authenticate initial access through serial connections but does authenticate serial access to the Privileged EXEC
level. Messages for accessing the Privileged EXEC level apply to access through the serial connection or Telnet.

The following examples show login and logout messages for the User EXEC and Privileged EXEC levels of the
CLlI:

Biglron(config)# show logging

Syslog logging: enabled (O messages dropped, O flushes, 0 overruns)
Buffer logging: level ACDMEINW, 12 messages logged

level code: A=alert C=critical D=debugging M=emergency E=error
I=informational N=notification W=warning

Static Log Buffer:
Dec 15 19:04:14:A:Fan 1, fan on right connector, failed

Dynamic Log Buffer (50 entries):

Oct 15 18:01:11:info:dg logout from USER EXEC mode

Oct 15 17:59:22:info:dg logout from PRIVILEGE EXEC mode
Oct 15 17:38:07:info:dg login to PRIVILEGE EXEC mode
Oct 15 17:38:03:info:dg login to USER EXEC mode

Syntax: show logging

The first message (the one on the bottom) indicates that user “dg” logged in to the CLI's User EXEC level on
October 15 at 5:38 PM and 3 seconds (Oct 15 17:38:03). The same user logged into the Privileged EXEC level
four seconds later.

The user remained in the Privileged EXEC mode until 5:59 PM and 22 seconds. (The user could have used the
CONFIG modes as well. Once you access the Privileged EXEC level, no further authentication is required to
access the CONFIG levels.) At 6:01 PM and 11 seconds, the user ended the CLI session.

Disabling the Syslog Messages and Traps
Logging of CLI access is enabled by default. If you want to disable the logging, use the following method.
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USING THE CLI
To disable logging of CLI access, enter the following commands:

Biglron(config)# no logging enable user-login
Biglron(config)# write memory
Biglron(config)# end

Biglron# reload

Syntax: [no] logging enable user-login
USING THE WEB MANAGEMENT INTERFACE

You cannot disable logging of CLI access using the Web management interface.

Configuring an Interface as the Source for All Telnet Packets

You can designate the lowest-numbered IP address configured an interface as the source IP address for all Telnet
packets from the Layer 3 Switch. Identifying a single source IP address for Telnet packets provides the following
benefits:

e If your Telnet server is configured to accept packets only from specific links or IP addresses, you can use this
feature to simplify configuration of the Telnet server by configuring the Foundry device to always send the
Telnet packets from the same link or source address.

* If you specify a loopback interface as the single source for Telnet packets, Telnet servers can receive the
packets regardless of the states of individual links. Thus, if a link to the Telnet server becomes unavailable
but the client or server can be reached through another link, the client or server still receives the packets, and
the packets still have the source IP address of the loopback interface.

The software contains separate CLI commands for specifying the source interface for Telnet, TACACS/TACACS+,
and RADIUS packets. You can configure a source interface for one or more of these types of packets.

To specify an interface as the source for all Telnet packets from the device, use the following CLI method. The
software uses the lowest-numbered IP address configured on the interface as the source IP address for Telnet
packets originated by the device.

USING THE CLI

To specify the lowest-numbered IP address configured on a virtual routing interface as the device’s source for all
Telnet packets, enter commands such as the following:

Biglron(config)# int loopback 2
Biglron(config-1bif-2)# ip address 10.0.0.2/24
Biglron(config-1bif-2)# exit

Biglron(config)# ip telnet source-interface loopback 2

The commands in this example configure loopback interface 2, assign IP address 10.0.0.2/24 to the interface, then
designate the interface as the source for all Telnet packets from the Layer 3 Switch.

Syntax: ip telnet source-interface atm <portnums.<subif> | ethernet <portnum> | loopback <num> | ve <num>

The following commands configure an IP interface on an Ethernet port and designate the address port as the
source for all Telnet packets from the Layer 3 Switch.

Biglron(config)# interface ethernet 1/4
Biglron(config-if-1/4)# ip address 209.157.22.110/24
Biglron(config-if-1/4)# exit

Biglron(config)# ip telnet source-interface ethernet 1/4

USING THE WEB MANAGEMENT INTERFACE

You cannot configure a single Telnet source using the Web management interface.
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Cancelling an Outbound Telnet Session

If you want to cancel a Telnet session from the console to a remote Telnet server (for example, if the connection is
frozen), you can terminate the Telnet session by doing the following:

1. Atthe console, press Ctrl-A (Ctrl-Shift-6).
2. Press the X key to terminate the Telnet session.

Pressing Ctrl-A twice in a row causes a single Ctrl- character to be sent to the Telnet server. After you press
Ctrl-7, pressing any key other than X or Ctrl-* returns you to the Telnet session.

Configuring an Interface as the Source for All TFTP Packets

You can configure the device to use the lowest-numbered IP address configured on a loopback interface, virtual
routing interface, Ethernet port or POS port as the source for all TFTP packets from the device. The software uses
the lowest-numbered IP address configured on the interface as the source IP address for the packets.

For example, to specify the lowest-numbered IP address configured on a virtual routing interface as the device’s
source for all TFTP packets, enter commands such as the following:

Biglron(config)# iInt ve 1
Biglron(config-vif-1)# ip address 10.0.0.3/24
Biglron(config-vif-1)# exit

Biglron(config)# ip tftp source-interface ve 1

The commands in this example configure virtual routing interface 1, assign IP address 10.0.0.3/24 to the interface,
then designate the interface's address as the source address for all TFTP packets

Syntax: [no] ip tftp source-interface atm <portnum>.<subif> | ethernet <portnum> | loopback <num> | ve <num>

The default is the lowest-numbered IP address configured on the port through which the packet is sent. The
address therefore changes, by default, depending on the port.

Specifying a Simple Network Time Protocol (SNTP) Server

You can configure Layer 2 Switches and Layer 3 Switches to consult SNTP servers for the current system time
and date.

NOTE: Foundry Layer 2 Switches and Layer 3 Switches do not retain time and date information across power
cycles. Unless you want to reconfigure the system time counter each time the system is reset, Foundry Networks
recommends that you use the SNTP feature.

USING THE CLI

To identify an SNTP server with IP address 208.99.8.95 to act as the clock reference for a Layer 2 Switch or Layer
3 Switch, enter the following:

Biglron(config)# sntp server 208.99.8.95
Syntax: sntp server <ip-addr> | <hostname> [<version>]

The <version> parameter specifies the SNTP version the server is running and can be from 1 — 4. The default
is 1. You can configure up to three SNTP servers by entering three separate sntp server commands.

By default, the Layer 2 Switch or Layer 3 Switch polls its SNTP server every 30 minutes (1800 seconds). To
configure the Layer 2 Switch or Layer 3 Switch to poll for clock updates from a SNTP server every 15 minutes,
enter the following:

Biglron(config)# sntp poll-interval 900
Syntax: [no] sntp poll-interval <1-65535>

9-12 © 2005 Foundry Networks, Inc. August 2005



Configuring Basic Features

To display information about SNTP associations, enter the following command:

Biglron# show sntp associations

address ref clock st when poll delay disp
~207.95.6.102 0.0.0.0 16 202 4 0.0 5.45
~207.95.6.101 0.0.0.0 16 202 0] 0.0 0.0

* synced, ~ configured

Syntax: show sntp associations

The following table describes the information displayed by the show sntp associations command.

Table 9.1: Output from the show sntp associations command

This Field... Displays...

(leading character) One or both of the following:

Synchronized to this peer

~ Peer is statically configured

address IP address of the peer

ref clock IP address of the peer’s reference clock

st NTP stratum level of the peer

when Amount of time since the last NTP packet was received from the peer
poll Poll interval in seconds

delay Round trip delay in milliseconds

disp Dispersion in seconds

To display information about SNTP status, enter the following command:

Biglron# show sntp status

Clock is unsynchronized, stratum = 0, no reference clock
precision is 2**0

reference time is O .0

clock offset is 0.0 msec, root delay is 0.0 msec

root dispersion is 0.0 msec, peer dispersion is 0.0 msec

Syntax: show sntp status

The following table describes the information displayed by the show sntp status command.

Table 9.2: Output from the show sntp status command

This Field... Indicates...

unsynchronized System is not synchronized to an NTP peer.
synchronized System is synchronized to an NTP peer.
stratum NTP stratum level of this system
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Table 9.2: Output from the show sntp status command (Continued)

This Field... Indicates...

reference clock IP Address of the peer (if any) to which the unit is synchronized
precision Precision of this system's clock (in Hz)

reference time Reference time stamp

clock offset Offset of clock to synchronized peer

root delay Total delay along the path to the root clock

root dispersion Dispersion of the root path

peer dispersion Dispersion of the synchronized peer

USING THE WEB MANAGEMENT INTERFACE
To identify a reference SNTP server for the system:

1. Log on to the device using a valid user name and password for read-write access. The System configuration
panel is displayed.

2. Select the NTP link to display the NTP panel.

3. Optionally change the polling time by editing the value in the Polling Time field, then click Apply to save the
change in the device’s running-config file. You can specify a number from 1 — 65535.

4. Select the NTP Server link to display the NTP Server panel.

NOTE: If you have already configured an SNTP server, the server information is listed; otherwise, select the
Add NTP Server link at the bottom of the panel to add a new SNTP server.

5. Enter the IP address of the SNTP server.

6. Select the SNTP version the server is running from the version field’s pulldown menu. The default version
is 1.

7. Click the Add button to save the change to the device’s running-config file.
8. Repeat steps 5 — 7 up to two more times to add a total of three SNTP servers.

9. Select the Save link at the bottom of the dialog. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.

Setting the System Clock

In addition to SNTP support, Foundry switches and routers also allow you to set the system time counter. The
time counter setting is not retained across power cycles and is not automatically synchronized with an SNTP
server. The counter merely starts the system time and date clock with the time and date you specify.

NOTE: You can synchronize the time counter with your SNTP server time by entering the sntp sync command
from the Privileged EXEC level of the CLI.

NOTE: Unless you identify an SNTP server for the system time and date, you will need to re-enter the time and
date following each reboot.

For more details about SNTP, see “Specifying a Simple Network Time Protocol (SNTP) Server” on page 9-12.
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USING THE CLI

To set the system time and date to 10:15:05 on October 15, 1999, enter the following command:
Biglron# clock set 10:15:05 10-15-99

Syntax: [no] clock set <hh:mm:ss> <mm-dd-yy> | <mm-dd-yyyy>

By default, Foundry switches and routers do not change the system time for daylight savings time. To enable
daylight savings time, enter the following command:

Biglron# clock summer-time
Syntax: clock summer-time

Although SNTP servers typically deliver the time and date in Greenwich Mean Time (GMT), you can configure the
Layer 2 Switch or Layer 3 Switch to adjust the time for any one-hour offset from GMT or for one of the following
U.S. time zones:

*  US Pacific (default)

* Alaska
e Aleutian
* Arizona
e Central

e East-Indiana

e Eastern

*  Hawaii

* Michigan
*  Mountain
e  Pacific

e Samoa

The default is US Pacific.

To change the time zone to Australian East Coast time (which is normally 10 hours ahead of GMT), enter the
following command:

Biglron(config)# clock timezone gmt gmt+10
Syntax: clock timezone gmt gmt | us <time-zone>
You can enter one of the following values for <time-zone>:

e US time zones (us): alaska, aleutian, arizona, central, east-indiana, eastern, hawaii, michigan, mountain,
pacific, samoa.

e GMT time zones (gmt): gmt+12, gmt+11, gmt+10...gmt+01, gmt+00, gmt-01...gmt-10, gmt-11, gmt-12.
USING THE WEB MANAGEMENT INTERFACE
To set the local time for the system:

1. Log on to the device using a valid user name and password for read-write access. The System configuration
panel is displayed.
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2. Select the Clock link to display the Clock panel, shown below.

Clock

| Time Zone: !l GhT+00 'l

EDay]ight Saving Time: |® Disable © Enable
| Date (mm-dd-yyyy): iIF ’F l1999
‘ Time (hh:mm:ss): ill_ !D_ l? IPM vl

Apply | Reset I

[Heme][Site Wap [Logout][ Save [Frame Enable[Disable [TELNET]

3. Select the time zone by selecting the offset from Greenwich Mean Time that applies to your time zone. For
example, to set your device to California time, select GMT-08, which means Greenwich Mean Time minus
eight hours.

NOTE: You do not need to adjust for Daylight Savings Time. You enable or disable Daylight Savings Time
separately in the following step.

Select Disable or Enable next to Daylight Saving Time to enable or disable it.

Enter the month, day, and year in the Date fields. You must enter the year as four digits.
Enter the hour, minute, and seconds in the Time fields.

Select AM or PM.

Click Apply to save the changes to the device’s running-config file.
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Select the Save link at the bottom of the dialog. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.

Changing the Default Gigabit Negotiation Mode

You can configure the default Gigabit negotiation mode to be one of the following:
* Negotiate-full-auto — The port first tries to perform a handshake with the other port to exchange capability
information. If the other port does not respond to the handshake attempt, the port uses the manually

configured configuration information (or the defaults if an administrator has not set the information). This is
the default for Chassis devices (as well as the Turbolron/8).

*  Auto-Gigabit — The port tries to perform a handshake with the other port to exchange capability information.

* Negotiation-off — The port does not try to perform a handshake. Instead, the port uses configuration
information manually configured by an administrator.

NOTE: This feature applies only to Chassis devices and the Turbolron/8. For Stackable devices, the default
behavior is auto-Gigabit, but you can configure individual Gigabit ports on Stackable devices for negotiation-off.
See “Changing the 802.3x Gigabit Negotiation Mode” on page 9-28.

Although the standard for 100BaseTX ports provides an option for a negotiating port to link with a non-negotiating
port, the 802.3x standard for Gigabit ports does not provide this option. As a result, unless the ports at both ends
of a Gigabit Ethernet link use the same mode (either auto-Gigabit or negotiation-off), the ports cannot establish a
link. An administrator must intervene to manually configure one or both sides of the link to enable the ports to
establish the link.

Foundry Chassis software provides a solution by changing the default negotiation behavior for Gigabit Ethernet
ports on Chassis devices. The new default behavior allows a port to establish a link with another port whether the
other port is configured for auto-Gigabit or negotiation-off. By default, Gigabit Ethernet ports first attempt auto-
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Gigabit. If auto-Gigabit does not succeed (typically because the port at the other end is not configured for auto-
Gigabit), the port switches to negotiation-off.

Backward Compatibility

When you upgrade a Layer 3 Switch that is running software older than 05.2.00, the new software makes
modifications to the running-config and startup-config files to ensure that the negotiation settings remain
unchanged for the installed device. For new devices running 05.2.00, the default for all Gigabit Ethernet ports is
negotiate-full-auto.

To provide the backward compatibility, the software places a line in the running-config file to identify the software
version that generated the file. For software release 05.2.00, the version line is as follows: “version 05.2.00".
When you save configuration changes to the startup-config file, the software assumes, based on the presence of
the version line in the running-config file, that the device is running software release 05.2.00 or later, which
contains the change to the Gigabit Ethernet negotiation default.

If the device already has a startup-config file when you update to software release 05.2.00, the software adds the
following command to the startup-config file: gig-default neg-off. This command sets the global negotiation
mode to negotiation-off, the default behavior in software releases earlier than 05.2.00. By setting the default mode
to negotiation-off, the new software ensures that the device’s Gigabit Ethernet links continue to operate as before.
(Although you cannot set a global default for Gigabit Ethernet negotiation in software releases earlier than
05.2.00, the implicit default behavior is negotiation-off.)

If the startup-config file contains the auto-gig command to configure individual ports for auto-Gigabit, the
command is changed to the new format, gig-default auto-gig. Thus, the ports continue to use the auto-Gigabit
setting.

NOTE: Software release 05.2.00 and later also adds a version line to the running-config file on Stackable
devices. However, the command syntax and default behavior for Gigabit Ethernet ports on Stackable devices is
unchanged from earlier software releases.

Changing the Negotiation Mode

You can change the negotiation mode globally and for individual ports. Use either of the following methods.
USING THE CLI

To change the mode globally, enter a command such as the following:

Biglron(config)# gig-default neg-off

This command changes the global setting to negotiation-off. The global setting applies to all Gigabit Ethernet
ports except those for which you set a different negotiation mode on the port level.

To change the mode for individual ports, enter commands such as the following:

Biglron(config)# Int ethernet 4/1 to 4/4
Biglron(config-mif-4/1-4/4)# gig-default auto-gig

This command overrides the global setting and sets the negotiation mode to auto-Gigabit for ports 4/1 — 4/4.
Here is the syntax for globally changing the negotiation mode.

Syntax: gig-default neg-full-auto | auto-gig | neg-off

Here is the syntax for changing the negotiation mode on individual ports.

Syntax: gig-default neg-full-auto | auto-gig | neg-off

USING THE WEB MANAGEMENT INTERFACE

To change the global default:

1. Log on to the device using a valid user name and password for read-write access. The System configuration
panel is displayed.

2. Select the Advance link to display the advanced System parameters panel.
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3. Select one of the following values from the Gig Port Default field’s pulldown menu:

* Neg-off — The port does not try to perform a handshake. Instead, the port uses configuration information
manually configured by an administrator.

e  Auto-Gig — The port tries to perform a handshake with the other port to exchange capability information.

*  Neg-Full-Auto — The port first tries to perform a handshake with the other port to exchange capability
information. If the other port does not respond to the handshake attempt, the port uses the manually
configured configuration information (or the defaults if an administrator has not set the information).

4. Click Apply to save the changes to the device’s running-config file.

5. Select the Save link at the bottom of the dialog. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.

To override the global negotiation mode for an individual port:

1. Log on to the device using a valid user name and password for read-write access. The System configuration
panel is displayed.

2. Click on the plus sign next to Configure in the tree view to display the configuration options.
3. Click on the plus sign next to Port in the tree view to display the configuration options.

4. Select the link for the port type you want to change (for example, Ethernet, ATM, and others) to display the
Port table.

5. Click on the Modify button next to the row of information for the port you want to reconfigure.
6. Select one of the following values from the Gig Port Default field’s pulldown menu:
e Default — The port uses the negotiation mode that was set at the global level.

* Neg-off — The port does not try to perform a handshake. Instead, the port uses configuration information
manually configured by an administrator.

e Auto-Gig — The port tries to perform a handshake with the other port to exchange capability information.

*  Neg-Full-Auto — The port first tries to perform a handshake with the other port to exchange capability
information. If the other port does not respond to the handshake attempt, the port uses the manually
configured configuration information (or the defaults if an administrator has not set the information).

7. Click Apply to save the changes to the device’s running-config file.

8. Select the Save link at the bottom of the dialog. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.

Limiting Broadcast, Multicast, or Unknown-Unicast Rates

Foundry devices can forward all traffic at wire speed. However, some third-party networking devices cannot
handle high forwarding rates for broadcast, multicast, or unknown-unicast packets. You can limit the number of
broadcast, multicast, or unknown-unicast packets a Foundry device forwards each second using the following
methods.

The limits are individually configurable for broadcasts, multicasts, and unknown-unicasts. You can configure limits
globally and on individual ports. The valid range is 1 — 4294967295 packets per second. If you specify 0, limiting
is disabled. Limiting is disabled by default.

NOTE: By default, IP Multicast (including IGMP) is disabled. You can enable it using the ip multicast passive |
active command. As long as IP Multicast is enabled (regardless of whether it is passive or active), no IP Multicast
packets (not even IGMP packets) are limited. See “Configuring IP Multicast Traffic Reduction” on page 17-1.

Limiting Broadcasts

To limit the number of broadcast packets a Foundry device can forward each second, use the following CLI
method.
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USING THE CLI

To globally limit the number of broadcast packets a Biglron Layer 3 Switch forwards to 100,000 per second, enter
the following command at the global CONFIG level of the CLI:

Biglron(config)# broadcast limit 100000
Biglron(config)# write memory

To limit the number of broadcast packets sent on port 1/3 to 80,000, enter the following commands:

Biglron(config)# int ethernet 1/3
Biglron(config-if-1/3)# broadcast limit 80000
Biglron(config-if-1/3)# write memory

Syntax: broadcast limit <number>

NOTE: On Biglron MG8 and Netlron 40G, the broadcast limit is configured at the global level, but the value you
enter applies to each management module (slot) installed on the device.

USING THE WEB MANAGEMENT INTERFACE

You cannot perform this procedure using the Web management interface.

Limiting Multicasts

To limit the number of multicast packets a Foundry device can forward each second, use the following CLI method.
USING THE CLI

To globally limit the number of multicast packets a Biglron Layer 3 Switch forwards to 120,000 per second, enter
the following command at the global CONFIG level of the CLI:

Biglron(config)# multicast limit 120000
Biglron(config)# write memory

To limit the number of multicast packets sent on port 3/6 to 55,000, enter the following commands:

Biglron(config)# int ethernet 3/6
Biglron(config-if-3/6)# multicast limit 55000
Biglron(config-if-3/6)# write memory

Syntax: multicast limit <number>

NOTE: On Biglron MG8 and Netlron 40G, the multicast limit is configured at the global level, but the value you
enter applies to each management module (slot) installed on the device. .

USING THE WEB MANAGEMENT INTERFACE
You cannot perform this procedure using the Web management interface.
Limiting Unknown Unicasts

To limit the number unknown unicast packets a Foundry device can forward each second, use the following CLI
method.

USING THE CLI

To globally limit the number of unknown unicast packets a Biglron Layer 3 Switch forwards to 110,000 per second,
enter the following command at the global CONFIG level of the CLI:

Biglron(config)# unknown-unicast limit 110000
Biglron(config)# write memory

To limit the number of unknown unicast packets sent on port 4/2 to 40,000, enter the following commands:

Biglron(config)# int ethernet 4/2
Biglron(config-if-4/2)# unknown-unicast limit 40000
Biglron(config-if-4/2)# write memory
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Syntax: unknown-unicast limit <number>

NOTE: Only Biglron MG8 and Netlron 40G, the unknown-unicast limit is configured on the global level, but the
value you enter applies to each management module (slot) installed on the device. .

USING THE WEB MANAGEMENT INTERFACE

You cannot perform this procedure using the Web management interface.

Configuring CLI Banners

Foundry devices can be configured to display a greeting message on users’ terminals when they enter the
Privileged EXEC CLI level or access the device through Telnet. In addition, a Foundry device can display a
message on the Console when an incoming Telnet CLI session is detected.

Setting a Message of the Day Banner

You can configure the Foundry device to display a message on a user’s terminal when he or she establishes a
Telnet CLI session. For example, to display the message “Welcome to Biglron!” when a Telnet CLI session is
established:

Biglron(config)# banner motd $ (Press Return)
Enter TEXT message, End with the character "$".
Welcome to Biglron!! $

A delimiting character is established on the first line of the banner motd command. You begin and end the
message with this delimiting character. The delimiting character can be any character except “ (double-quotation
mark) and cannot appear in the banner text. In this example, the delimiting character is $ (dollar sign). The text in
between the dollar signs is the contents of the banner. The banner text can be up to 2048 characters long and can
consist of multiple lines. To remove the banner, enter the no banner motd command.

Syntax: [no] banner <delimiting-character> | [motd <delimiting-character>]

NOTE: The banner <delimiting-character> command is equivalent to the banner motd <delimiting-character>
command.

When you access the Web management interface, the banner is displayed:

3 Banner - Microsoft Internet Explorer M= 3 I
J File Edit “iew Favortes Toolz Help |
b ="
¢ . > .0 e
Back Forward Stop  Refresh  Home Search Favortes  Higtory Frint
| Addhess @] hitp.//192.168.1.11/ x| @Be |J Links >

- |

= Biglron 5000

‘Welcome io Biglron!

4 of”

|&] Done |_|_|O Intemnet i

Setting a Privileged EXEC CLI Level Banner

You can configure the Foundry device to display a message when a user enters the Privileged EXEC CLI level.
For example:

Biglron(config)# banner exec_mode # (Press Return)
Enter TEXT message, End with the character "#".
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You are entering Privileged EXEC level
Don’t foul anything up! #

As with the banner motd command, you begin and end the message with a delimiting character; in this example,
the delimiting character is # (pound sign). To remove the banner, enter the no banner exec_mode command.

Syntax: [no] banner exec_mode <delimiting-character>
Displaying a Message on the Console When an Incoming Telnet Session Is Detected

You can configure the Foundry device to display a message on the Console when a user establishes a Telnet
session. This message indicates where the user is connecting from and displays a configurable text message.

For example:

Biglron(config)# banner incoming $ (Press Return)
Enter TEXT message, End with the character "$".
Incoming Telnet Session!! $

When a user connects to the CLI using Telnet, the following message appears on the Console:

Telnet from 209.157.22.63
Incoming Telnet Session!!

Syntax: [no] banner incoming <delimiting-character>

To remove the banner, enter the no banner incoming command.

Configuring Terminal Display
You can configure and display the number of lines displayed on a terminal screen during the current CLI session.

The terminal length command allows you to determine how many lines will be displayed on the screen during the
current CLI session. This command is useful when reading multiple lines of displayed information, especially
those that do not fit on one screen.

To specify the maximum number of lines displayed on one page, enter a command such as the foll